’ inst PUBLISHED BY INSTITUTE OF PHYSICS PUBLISHING AND SISSA

RECEIVED: September 13, 2007
AccePTED October 25, 2007
PuBLISHED: November 7, 2007

Electron signals in the Forward Calorimeter
prototype for ATLAS

J.C. Armitage,® A. Artamonov,? L. Babukhadia,® M. Dixit,2 T. M. Embry,<t

V. Epshteyn,? P. Estabrooks,® P. Gravelle,2 J. Hamm,* V. Khovansky,?

D. A. Koolbeck,® P. Krieger,2 P. Loch,® M. Losty,® J. Mayer,% R. Mazini,%

F. Gerald Oakham,2 M. O’Neill,® R.S. Orr,9 J.P. Rutherfoord,® M. Ryabinin,?

A. Savine,® C. Jason Seely,* P. Shatalov,” L.S. Shaver,® M.A. Shupe,® G. Stairs,%
D. Tompkins,® W. Trischuk,9 K. Vincent® and V. Zaitsev®

aphysics Department, Carleton University, Ottawa, Ont&is 5B6, Canada
bITEP Moscow, 117 259 Moscow, Russia
®Physics Department, University of Arizona, Tucson, Arig88721, U.S.A.
dphysics Department, University of Toronto, Toronto, Oité5S 1A7, Canada
€Université de Montréal, Montréal, Quebec H3C 3J7, Canada
Inow at the Graduate College, University of Arizona, Tucgaizona 85721, U.S.A.
2now at the Physics Department, University of Toronto, Tavp@ntario M5S 1A7, Canada
3now at TRIUMF, Vancouver, British Columbia V6T 2A3, Canada
“now in private sector
Sretired

E-mail: | och@hysi cs. ari zona. edu|

ABSTRACT. A pre-production prototype of the Forward Calorimeter @)@or the ATLAS detector
presently under construction at the Large Hadron Collidet@) at CERN, Geneva, Switzerland,
was exposed to electrons in the momentum range from 20 to 80t a test beam experiment
at CERN in 1998. The measured performance, including a ksiigrearity within about+1% and

a high energy limit in the relative energy resolution of abé%, meets the expectations for this
kind of calorimeter, and exceeds the physics requirementsuiccessful application in ATLAS.
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Figure 1. The ATLAS calorimeter system (left) and the three moduldbefntegrated Forward Calorimeter
(FCall1/2/3) in the end-cap cryostat (right).

1. Introduction

The ATLAS detector at the future Large Hadron Collider (LHEE)CERN, Geneva, Switzerland,
has calorimetric coverage up to pseudo-rapidities of apput 4.9 [l {3], see figurg¢]1. The most
forward coverage .2 < |n| < 4.9 is provided by the Forward Calorimeter (FCal). This cafwier
not only features a highly integrated design (figlire 1), kst a novel readout electrode geometry
well adapted to the challenging energy reconstruction amtigie detection in this complex region
of the ATLAS detector.

The most important physics requirements for the reconstruof particles in the forward
direction in LHC collisions come from the possible signifitéamprovement of the missing trans-
verse energy reconstruction through increased coverageand a certain sensitivity to forward
going jets, as in vector boson fusion events (longitudili&V scattering). It is interesting to note
that the actual energy resolution requirement for parfetiein the forward direction i][1]:

Ot _ 100%/GeV
E  VE

Even this relatively modest requirement can already belarhgihg to meet at LHC, due to the
typically complex signal environment introduced by thethenergy and high rate particle flux in
the pp collisions at\/s = 14 TeV in this region, especially at the design luminosityl 6% cm—2

s~ and with bunch crossing intervals of only 25 ns. This envinent severely limits the detector
choices and thus the efficiency for the detection of forwgwihg electrons and photons as well as
the achievable precision of the energy and direction measeints for these particles. The mostim-
portant upper limit for relative signal fluctuations for @l@ns and photons under these conditions
is actually implicitly contained in eq[ (1.1) and can bemstied byog /E < 35%/GeV/VE & 5%.

Signal linearity for electrons and photons is required inith2%, again motivated by the

jet response requirements in this region. Finally, it isgide to estimate the angular resolution

& 10%. (1.1)



requirements for electrons and photons in the FCal usingnat@int on the transverse energy
resolutionog, /Er. For exampleg, < 0.05 is needed to achieve the requimagl /Er < 7% limit
for Er > 50 GeV atjn| = 3.7 in the ATLAS FCal.

As already indicated above, the forward direction at LHCharecterized by high radiation
levels induced by the large flux of high energetic particlesttered in this region. The design of
the ATLAS FCal accommodates this environment with respesignal stability, i.e. no significant
signal gain changes in the active medium due to changingtiadilevels following the (normal)
drop of the instantaneous luminosity in the course of a dataln addition, the FCal is expected to
provide general long term operational survivability fotedst 15 years of LHC running at design
luminosity, without mechanical (general disintegratidrdetector components) or electrical (loss
of high voltage, disintegration of signal cables) degriatadf the detector in this environment.

The electromagnetic Forward Calorimeter (FCall) is a copgeid argon calorimeter, fea-
turing thin annular argon gaps. The hadronic modules FCatRRCal3 have the same general
electrode geometry, with tungsten as the primary absorla¢enml. The thin gap electrodes avoid
positive argon ion build-up in the radiation environmdit phd are thus expected to provide sta-
ble signals independent of the radiation level, with onlgignificant gain variations at a fixed
direction! The material choices for the absorber were motivated byiderations concerning
general radiation hardness and limited activation durivglifetime of LHC, while maintaining
the physics performance requirements as discussed abuvgraviding a high density detector
to assure as much as possible complete absorption evenhashigarticle energies (several TeV
possible) in addition to the limited lateral shower sizestaed for particle and jet reconstruction
in the radiation environment. Selg [3, 5] for more detailedcdgtions of these calorimeters and
their performances.

Several prototypes for the electromagnetic module wereesstully tested in particle beams
at Brookhaven National Laboratory and CERN [6 —8]. Quarégmnsent, full depth pre-production
prototypes for FCall and FCal2 (so-called "Module 0s") wasigned and built in Arizona and
Canada, respectively, in 1998, and submitted to an extensst beam program with electrons,
pions and muons at CERN the same year. These modules hadhbesgmal characteristics as
the final production modules, thus allowing a very realigtisformance evaluation for the FCal
electron response in ATLAS.

In this article we present results for electron signals emRiCall and FCal2 modules, respec-
tively. We start with a description of these special modiesection[R, including an outline of
the test beam setup from relevant beam-line details to te¢adectronics. Event selection is a very
important step in the analysis and is discussed in sefdtiaini3.is followed by a description of the
GEANT3.21 [9] and GEANT4.0.4T]0] setup used to simulatedteztron response, in sectifin 4.
Results for important electromagnetic performance par@mssuch as signal linearity, energy and
spatial resolution in FCall are presented in sedfon 5 thegevith selected comparisons to sim-
ulations. The electron response of the hadronic FCal2 neodubriefly discussed in sectidh 6.
Conclusions and outlook can be found in the last se¢fion 7.

1There is a direction dependent loss of gain due to the incgparticle flux and energies increasing with The
corresponding increasing ionization levels induce ineeelacurrents in the liquid argon gap which cause the electric
field to drop, leading to systematic signal gain reductigmsoul2% at the highest| ~ 4.9. This loss can be corrected
using the actual current draw measured on the high voltags,lfor example.
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is shown at the bottom.

2. The FCal pre-production prototypes in the test beam

This section contains a description of the mechanics anteti@out organization of the FCall and
FCal2 test beam modules. Most of the features describedanersimilar for the final detector,
with some minor differences in the readout structure at timeri and outer edge of the larger
production modules. In addition, we discuss relevant tetdithe test beam setup, including the
data acquisition and trigger elements.

2.1 Module mechanics

The FCal pre-production prototypes were full depth quasggments of the actual cylindrical mod-
ules, with 316(1/4) of the volume of the full FCall(2) instrumented. Both miedufeatured the

tubular electrodes formed by thin wall copper tubes and eofipCall) or tungsten (FCal2) rods.
The argon gap sizes were about 266 in FCall and 375um for FCal2, with electrode center-
to-center distances of about57and 82 mm, respectively, see figuf¢ 2. The argon gaps were
maintained by nylon fiber of appropriate diameter wound adothe FCall rods (figurd 3), and
three PEEK spacers clipped onto the FCal2 rods. This is artdepdrom the design of the final
production modules, where all spacers are wound PEEK fikkmstrary to nylon fibers, the PEEK
fibers provide the necessary radiation hardness for opagatn the forward region in ATLAS,
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Figure 4. Integrated shower containment for electrons in FCallutated by the ratio of average deposited
(Edep) Over beam energyEpean) in GEANTA4 simulations, as function dpear{upper plot). The relative
energy losses, calculated by the ratio of the leaked ergpgy= Epeam— Edep t0 Ebeam including (solid
line) and excluding (dashed line) longitudinal lossesjraga function ofEpeam is shown in the lower plot.

which is characterized by significant residual radiatiotivilg. They also have fewer mechanical
problems than the clips in the insertion process, for examihe signal characteristics, on the
other hand, are not affected by the different spacer designs

The FCall absorber can, in many respects, be viewed as a ithancbpper wedge with

holes for the electrode assemblies. The outer radius of #uge/was 45 cm, and the overall
module depth was also 45 cm. This depth corresponds to appatety 28 radiation lengths<).
In addition, a sufficient lateral extension around the bempaict area allowed nearly complete
absorption of electromagnetic showers, as confirmed wétttein shower simulations, see fig{ire 4.
Nearly all of the energy losses occurred in materials upsiref the calorimeter. The beam spot
itself is illustrated in figurg]5.

The FCal2 absorber consisted of approximately 180000 goradisten slugs filling the space
between the electrode tubes, see figlire 3. The slugs werinipiite by these tubes, copper front-
and end-plates, and copper form pieces on the sides of theleadthe much denser absorber made
this module much deeper for electrons, with abouX@1in total. More construction details can be
found in appendi P, including a summary of the principal imaaical, electrical, and calorimetric
parameters of the FCall and FCal2 modules in tgble 3.

2.2 Signal formation

Signals from individual electrodes were read out through summing stages. First, small in-
terconnect boards collected signals from groups of four sincklectrodes on the front face of
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Figure 5. Tiled readout cell contours on the FCall prototype moduetfface (left) and the FCal2 prototype
module rear face (right). The dark shaded circles indidaesize of the beam spot in the test beam .5
cm), while the light shaded areas indicate cells with biagaiadout. The curved line shows the impact
pseudo-rapidity) = 3.7 in ATLAS.

FCall and the back face of FCal2, respectively. The signaia these electrode groups were then
summed by fours again, except for the electrodes closesietbéam pipe in ATLAS, and some
small groups at the outer perimeter of the modules. In thpseeia locations the initial electrode
groups were read out directly. This kind of summing intrceth@ pattern of small (four or six
electrodes) and large (16 or 24 electrodes) calorimetés, @zlch independently read out. The total
number of cells in the FCal1(FCal2) prototype was 192(188%, figurd]5.

The final stage summing was performed by auto-transformérigh combined the four inputs
into one output such that each input signal saw the same immged This avoided signal losses
and actually allowed signal summing with slightly less eot®ntribution than regular wire con-
nections. The transformers were installed on summing Ispaath of which mapped-d64 inputs
from the electrode groups onto one 64 channel output. THegabnning from the module inter-
connect boards to the summing boards were ab&utrBlong. The cables were Kaptewrapped
coaxials with a nominal impedance of £b

The summing boards also handled the high voltage (HV) Higiin providing the electric
field of approximately 1 kvV/mm in the electrodes (250 V for FCand 375 V for FCal2). There
were four independent HV lines on each summing board, eaitprexl to one of the input connec-
tors. The HV was distributed to the individual electrodeug®through a 1 i@ protection resistor,
and decoupled from the signal by a 12 nF capacitor, see fijure 6

A total of five summing boards were located inside the liquigba volume, close to the calori-
meter modules. Three of the boards were used to form the 1I92greals from the FCall prototype
module. The 128 cell signals from the FCal2 module were forprethe remaining two boards.

2Registered trademark of E.I. du Pont de Nemours & Co. (DuPont
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Figure 6. Electronic model of the FCal pre-prototype readout. Theetrsources on the left indicate a
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shown at the bottom.

2.3 The prototypes in the test beam cryostat

The 1998 test beam consisted of two separate run periodsfirSheas with the FCal2 prototype
in a standalone setup, and the second was with a combined/R2Gadtup. In both cases the
calorimeter modules were mounted into a large cryostateaetid of CERN’s H6 beam line. A
schematic view of the beam line is shown in fig[Jre 7.

In the FCal2 standalone program this module was directlypssg to the beam particles, i.e.
it was located closest to a thin window in the cryostat, thusimmizing the amount of inactive
material in front of it. As was also the case for the common |ERQasetup, the FCal2 prototype
was tilted by about Z° with respect to the beam axis.

For the combined setup, the electromagnetic FCall modwdagated in front of the hadronic
FCal2 module, similar to the configuration in ATLAS. Upstreaf FCall, but still inside the
cryostat, was a piece of low density liquid argon excludeoh#elf),to reduce the amount of
inactive material in front of this calorimeter. Another péeof excluder was mounted directly
behind the FCal2 module, thereby reducing the amount of naatgetween the FCals and the
warm tail-catcher calorimeter, see figﬂe 7.

SRegistered trademark of Degussa Gmbh
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Figure 7. Schematic view of the beam line instrumentation for the AB_LRCal pre-production prototype
test beam (not to scale). The particle beam enters from thefléhe drawing.

Both modules were tilted around the horizontal axis B& 2The nominal impact position in
the center of the module then corresponds to a pseudotapidi 3.7 in ATLAS. This was also
the direction of the largest depth of the combined FCal pyp® system.

2.4 Calorimeter readout electronics

The signal readout for the FCal pre-production prototygedgured a very similar signal treatment
as in the final detector, especially with respect to the $igmating, and the analog signal ampli-
fication and shaping. The main difference was in the digittma where for this experiment the
signal amplitude was directly converted, while in ATLAS tignal shape is sampled in time, and
the amplitude is reconstructed online from these signapszsn

The signals from the cold summing boards described above feer to the warm analog
electronics through about®m long cable harnesses in the cold, a feed-through flangsféraing
the signals from the cold to the warm side, and a baseplatébdiing the analog signals to the
pre-amplifiers and shapers on the analog Front End Board)(FEB

The typical impedance of the whole transfer line wag2%hus matching the input impedance
of the pre-amplifiers. Figurig 6 shows an electronic modehefanalog FCal readout chain.

The FEB was a prototype design handling 128 inputs. Eachesktinputs was connected to
a pre-amplifier/shaper unit, which were packaged by fougsc{8ps in total). The pre-amplifiers
and shapers were close to the standard ATLAS de§ign[[13 Fbskxample, the shaper had three
gain stages on the output, with the following approximatel#fination levels with respect to the
pre-amplifier outpuf: low (x1.4), medium &6.2), and high gain ¥62). Due to the limitations
in available energies, the lowest gain was not needed ineftebeam experiment, thus only the
high and medium gain stage were read out. With this specigigiration, the 11-bit readout

4The ratio between low, medium and high gains in the FCal neidoATLAS is actually close to 1 : 10 : 10, with an
effective dynamic range of about 16 bits, covering the fafige from about 80(160) MeV to approximately 5(10) TeV
in a single FCal1(FCal2) channel.



granularity in this experiment was extended to nearly 1gldyfhamic range between approximately
20(40) MeV and 300600) GeV, with a typical electronic noise of about 2500) MeV in a single
FCall(FCal2) channel.

The standard readout for all FCall and FCal2 channels wdsgheyain signal. To accommo-
date higher energies in individual cells, 64 cells arourdam spot in FCall and 32 cells around
the beam spot in FCal2 (see fig{ife 5) were read out with aniadalitmedium gain stage. This
avoided saturation of cell signals, which in high gain tgtli occurred at 30 GeV electron energy
in FCall, and at 60 GeV electron energy in FCal2. The ratiovben the gain stages was close
to 10, thus allowing the medium gain to safely accommodadehibhest possible electron beam
energy of 200 GeV in one cell.

The shaped signals were picked up by differential line dsiven the front end boards and
transmitted on about 35 m long shielded twisted pair calolélsd digitization and recording units
in the counting house, see figdie 6. Any direct wire connadbietween the modules was avoided
for both signal and ground, to minimize electronic noise&fip, especially through ground loops.

2.5 The beam line

The H6 beam in CERN'’s North Area is a secondary particle beswigeed by the SPS, which
delivers electrons, pions and muons with momenta from &/tyid.0 to 200 Ge\&. The schematic
depiction in figurd]7 shows the instrumentation of the FCatlui® test beam line, starting directly
after the last bending magnet, and including the variousatiets used for online triggering and
offline event selection, the cryostat with calorimeter neduthe tail-catcher and beam stop, and
the final muon scintillator counter.

The overall beam line instrumentation covered approxim&® m of particle passage through
air. The most upstream scintillator count8$ S2 and S3 shown on the far left in figurg] 7,
provided the fast particle trigger signal. Individual pelg tracks were reconstructed from signals
from a set of eight multi-wire proportional chambers (MWPCkhese were distributed along the
flight path of the particles, starting close to the last begdhagnet and going up to a few meters
in front of the cryostat. Five of the MWPCs had a vertical andizontal wire plane, while the
remaining three chambers featured one plane only, eithézdmbal or vertical. The typical space
point resolution was on the order o50mm.

The veto system consisted of a hole counter and a veto wa#l. hible counter detected par-
ticles outside a 5 cm diameter circular area around the @dmtam axis, while the scintillators in
the veto wall detected particles scattered at larger atfigiasthe beam axis.

The tail-catcher was a coarse iron/scintillator calorendédcated directly behind the cryostat
containing the FCal detectors. Beyond the tail-catcher avaencrete beam stop followed by a
single muon counter to record particles passing throughitdam stop.

2.6 Triggering and data acquisition

The main event trigger was a low bias particle trigger, gateer by each beam particle producing
a signal amplitude corresponding to the crossing of at lstminimum ionizing particle in each
of the three upstream scintillato&l, S2 andS3 see figurd]7 (triple coincidence requirement).
No other signal from the beam instrumentation was used fenteselection in the (fast) trigger,



especially no active veto. The signals from the veto cosntdre tail catcher calorimeter, the
muon scintillator, and some logical combinations of beammter signals indicating possible event
pile-up, were latched into a trigger word, which could thenused for fast event selection in the
online monitoring and/or offline event reconstruction. Ta¢a taking rate was solely determined
by the incoming patrticle flux (set by collimators in the beanyl the very short dead time of the
acquisition system.

Monitor and random triggers were also initiated during tRS®article burst in H6, each at a
rate of typically 5% of all triggers. The corresponding egdmelped to monitor the whole system
during actual data taking, especially with respect to eb@mit gain stability, pedestal drifts in the
analog-to-digital converters (ADCs), and electronic aois

The data acquisition (DAQ) for the 1998 test beam was verylairto the one used in the
earlier FCal test beam effortd [8], and reflects a significemarture from the ATLAS calorimeter
readout in that only the signal amplitude is recorded, nesignal shape in time. In this test beam
setup the signals on the warm cables were received by traad@&dmplifiers, which were gated
by the event trigger. The timing of the hold gate pulse hacttadjusted to the peaking time of the
FCal pulse, and it had to be stable withit2 ns, for which the FCal pulse around its peak changed
by 0.5% at most. The signals from the trigger count8is S2 andS3were timed as well as the
calorimeter signal itself. The major source of timing fluatian for the hold gate pulse was the
reference (start) signal fro®1 which contributed about; (S;) ~ 320 ps to the total trigger time
jitter of abouta; ~ 350 ps. This means that there was no significant contribuioaadout timing
instabilities to fluctuations of the FCal signal.

The held signal amplitude was converted channel-by-cHamn#&l bit ADCs. These calori-
meter ADCs, as well as all other ADCs for beam line detectorse-to-digital converters and shift
registers for the MWPCs, input registers for the triggerdy@nd scalers for event timing, were
read out through CAMAC into a personal computer during th& gRrticle spill (approximately
2 s) and finally stored on a disk during the break between tilts §ppproximately 16 s). The
typical event rate was 800 events per spill, i.e. about 400 IHZotal, approximately 35 million
events were recorded in about 35 Gbytes for both run periods.

3. Event selection

One of the consequences of the ATLAS Forward Calorimeteigdés the inhomogeneous front
face. Depending on its impact position, the incoming pkrticay traverse a significant amount of
relatively soft liquid argon before hitting the absorbarhi the absorber first and start developing
its shower earlier. Even though there is no tunneling ofigad in the liquid argon gap, even at
the relatively small impact angles with respect to the etetet orientation[]8], a relevant signal
variation in the order of 10% for FCall was observed and nusttveere developed to correct for
this effect using calorimeter information only, sge[[@, 8] and later in this note (secti¢n p.5).
High statistics with clean electron events and uniformnilioation of a calorimeter region
of at least the size of the lateral electrode dimensions pattiicles was mandatory to determine
the average signal behavior, and to ensure sufficient jwacte develop and test impact point
determination and signal correction methods. We therafseel beam optics which provided wide
open, de-focused beams close to the calorimeter front fitbeavbeam profile typically flat within

—10 -
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Figure 8. Distribution of the horizontal angular beam deflectibgy (a), for accepted events (shaded),
rejected events (hashed) and all events (solid line). Theekedion between the horizontal impact point
coordinateXimp and A¢gx shows a two-band structure, with the events accepted asaisat this stage
indicated by black dots (b). The reconstructed energy inlF&earsusXimp andAgy is shown in (c) for
accepted events, and in (d) for rejected events (all for aimall200 GeV¢E beam).

a circle with radiug = 2.5 cm. The system of MWPCs provided track and vertex inforomagdin
an event-by-event basis.

The H6 facility delivered a rather clean electron beam formranta up to 80 Ge\¢/just by
correct setting of the beam optics, secondary targets, ke fiHigher momentum beams typically
had pion and muon contamination. Even though these patiedre slightly separated in phase
space, it was not always possible to sufficiently suppressitonline by just using elements of
the beam optics. Signals from the beam line and leakagetdeteand signals from the two FCal
modules themselves, were used in addition for offline evelection.

3.1 Particle tracking

Particle-by-particle track information was not only verseful to determine the impact point with

—-11-—



relatively high precision (order.B mm from the MWPCSs), but also to separate pions and electrons
at higher energies.

A particle track was defined by a straight line extrapolatisimg the space points from MWPC
hits in the vertical and horizontal planes. Typically fiveasp points per track were available.
Events with more than one cluster in any of the chambers veggeted, as well as tracks measured
with less than three space points or with low fit quality. Atjude vertex in the vertical plane was
determined by track extrapolation to the rear face of thddesding magnet, while the impact point
was reconstructed by track extrapolation to a (virtualjigal plane just in front of the calorimeter.

The beam envelope was defined by the horizontal and vertigallar deflection of the individ-
ual particle track from the nominal beam line, and the extlaed horizontal and vertical impact
point coordinates. The most discrimination power was aeidor the highest beam momentum
(200 GeVt) by combining the two variables in a given plane. Any sepamnabetween electrons
and pions observed was mainly due to the energy loss of efectiue to bremsstrahlung, which
lowered their actual momentum from the nominal 200 Gad/effectively 1931 GeVL.

Figure[8 shows the effectiveness of the particle selectygshiase space for a nominal 200 GeV/
beam. The spectra of the horizontal angular deflediigin figure[§(a) confirm thaA¢y alone has
very little discrimination power. Only the correlation Withe horizontal impact point coordinate
Ximp allows the separation of electrons and pions in the beampahécles in the lower band of
(A, Ximp) in figure[B(b) more often produce smaller signals well belbe heam energfneam
see figurg]8(d), as expected for pion signals in FCall. Thicferin the upper band, on the other
hand, often have their energy reconstructed in FCall ctoEget,m, thus behaving much more like
fully absorbed electrons (figufe 8(c)).

3.2 Electron definition with calorimetric variables

The selection strategies and cuts discussed so far madesimeclise of secondary detectors in
the beam line, mainly the MWPCs, with some limited efficienfry example see figurf] 9(e).
Additional improvement of the electron sample could be et by event selections based on
reconstructed calorimeter variables. Care must be tak#meiichoice of calorimeter variables to
minimize a possible introduction of biases in the electreané sample. The two signal features
used here were sensitive to the electromagnetic showetopenent. The nearly complete lon-
gitudinal containment of electrons in FCall, measured leydignal ratioFey, and the general
compactness of the electromagnetic showers in the copperlady of this module, as measured by
Frax Were defined as

E; E1max
= and Fpax= ——.
E,+E, max E,

Here E; andE; are the signals summed over all 192 cells in FCall and all E8 m FCal2,
respectively, an€ maxis the signal in the FCall cell with the largest signal in therg.

Femcould be expected to be close to unity for electrons, but whsted to fluctuations due to
electronic noise, especially in FCal2, which generateddistnctively unphysical signal regions:
Fem < 0 in completely noise dominated events (rejected),lapd> 1 in events with negative signal
in FCal2, which usually still were good electron candidases figur¢|9(a) and (c).

The shower compactness measured-hy, was typically high for electrons in FCall, due to
the fact that the cell size in this calorimeter is comparafith the Moliere Radius of the electro-

(3.1)

Fe m
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Figure 9. The distributions of the shower compactness varialgga) andFmax (b), as defined in eqm.l),
are shown together with the correlation betwégnandFnay for 1931 GeVk electrons (c) and 200 Gew/
pions (d). The electron signal spectrum after all beam @pestut and calorimetric event selections is
shown in (e).

magnetic shower. As a consequence, often most of the abeetrergy was deposited in one or
two cells only. Figurd]9(b) and (d) show the distributionstluése variables for pions and elec-
trons. A combined selection 0Fem Fmax), With the acceptance region indicated in fig[jre 9(c) and
(d), yielded the best discrimination power for electron&@all, as can be seen in the cleaned-up
spectrum in figur€]9(e).

Up to 80— 90% of the events at a given beam energy and configuration erepped by
principle data quality criterid,the calorimeter based selection, and, especially at theebidheam
energy, the beam envelope cut. This assured well undersfeotton samples with minimal con-
tamination by pions or protons(10-°— 108, depending on beam energy and charge). Due to the
large number of events recorded to begin with, these highitg@dectron samples still contained
several 10000 events available for analysis for FCall gt eaergy and beam configuration. The
event numbers were less for the FCal2 standalone setupaviithmore background due the fact
that only the beam magnets, collimators, and additiongktarand filters in the H6 beam line could
be used to select electrons. This limited the available beaengies and rates. Here the typical
statistics were samples of a few 1000 electrons for eaclyzedlenergy.

SIncludes principle vetoes from beam line counters, and¢fextion of the small amount of events with irrecover-
able technical problems like high voltage failures in anyhaf vital detectors, bit errors, and otherwise incomplete o
suspicious readout.
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4. Electron simulations

The determination of the performance parameters for eleatetection and reconstruction in the
FCal requires a good understanding of all important featofehe experimental electron signal
in this calorimeter. Detector signal simulations with btiile GEANT3.21 package and the GE-
ANT4.0.2 toolkit were used to understand the possible dmutions to signal losses not directly
accessible in the experiment, like the ones due to energgdas upstream inactive materials, or
possible lateral and longitudinal leakage and other irieffies of the test beam setup.

4.1 Geometry setup in the simulation

Specific care was taken to completely describe the geométhyed=Cal modules and the beam
line elements. The geometries in GEANT3 and GEANT4 were pdhias similar a fashion as
possiblé& in order to minimize systematic uncertainties in the corigoar between the simulations
and the test beam data.

All detectors discussed in sections]2.3 2.5 were impiéedein the simulation, as were
all other relevant inactive materials that may affect thymais in the various detectors and calori-
meters, see figufe J10.

The description of the FCal modules was as close as possilie real detectors. For exam-
ple, the electrode positions and the description of the simgstages, i.e. the signal collection into
readout channels, were directly taken from the wiring databused in the module construction.
The electrode geometry was taken from averages of samplsumesaents on the real hardware,
whenever available. The actual composition of all matenehs taken into account, again when-
ever possible.

Some simplifications had to be made, though, to allow for iefficsimulation. Again as an
example, the FCal2 bulk absorber is not described at the ¢fviedividual tungsten slugs, but
rather as a mixture of slugs, the liquid argon which fills taméll) spaces around the slugs, and
the copper tubes forming the cathodes.

4.2 Particle generation

The inhomogeneous front face of the FCal introduces a depeedof the signal on the impact

point, as mentioned earlier. The shape of the total sigredtspm therefore depends on the hori-
zontal and vertical beam profile, i.e. how many electrons givan sample hit argon first, instead

of the absorber material. To ensure an identical illumeratn the simulations, we used the direc-
tions and vertices from particle tracks reconstructed ingkperiment to generate particles in the
simulation. This not only naturally generates the same h@afile, but also maintains the correla-

tion between a given vertex and the track direction. Thekr@mnd vertices used in the simulation
were taken from the final experimental data sample used éocaimparisons in this analysis. The
simulated beam profile is therefore very similar to the eixpental profile.

4.3 Signal reconstruction

The FCal signal in both the GEANT3 and GEANT4 simulations wesenergy deposited in the
liquid argon of the tube electrode (“visible energy”). It sveollected into cells corresponding

6The two simulation packages use different methods to desgeometries.
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Figure 10. A part of the FCal pre-production prototype test beam satupEANT4. Relevant beam line
detectors, the cryostat including the two FCal modulestaheatcher, the beam stop and the muon counter
are shown. In this picture the particles enter the setup frenower left corner.

to the ones in the experiment. Nevertheless, the signalesetitells was subjected to different
inefficiencies in experiment and simulation, the most intgratrones being the thresholds for actual
particle production in the simulation, and the electrorocse and digitization in the experiment.

The thresholds for particle tracking and explicit secogdaatrticle production in the simu-
lation are different in the two programs considered here ASE3 uses an energy threshold in
both cases, while GEANT4 tracks particles to zero kinetiergy but employs a minimum range
requirement for production of secondaries in differentariats. These cuts usually affect the
simulated sampling fraction. To minimize possible simolatartifacts introduced on the signal,
the lowest possible energy threshold of 10 keV was used imatérials in GEANTS3. In case of
GEANT4, only secondaries with prospective ranges of maaa b mm were simulated.

The experimental signal in a given cell was affected by treatteristics of the analog elec-
tronics, especially the noise, and the digitization. Sofrthese experimental inefficiencies must
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be included in the reconstruction of the simulation sigtalallow a detailed comparison of all
relevant signal related variables. In particular the noisst be taken into account for comparisons
of the relative energy resolution. This was done by addirgsifnals cell by cell from an experi-
mental randomly triggered “empty” event to the simulatelfisignal Eyis; in a simulated event:

Ereci = Cmc - Evisi + Enoisei s (4.1)

whereEe; is the energy reconstructed in a given d¢ethyic the inverse electron sampling fraction
in the simulation, andEnisei the energy signal from the empty experimental event reptegg
the electronic noise signal contribution. The randomiggered empty event was taken inbetween
particle triggers inside the spill, and the particular @ésersed in the reconstruction of the simulated
signals were taken from experimental data runs which weee usthe comparisons in the final
analysis. This assured that the experimental conditiciestafg the noise at the time of the data
taking were as much as possible included into the recorngiruof the simulated signals.

5. Electron signals in FCall

> .
S 01f experiment
The most important performance requirements for agi T [ gea”,t“ H
. . . . r noise
electromagnetic calorimeter like FCall are the direct

proportionality of the signal to the incoming energyg 0.08-
(signal linearity), and an adequate energy resolution; "
Each of these parameters has been studied in quite some |
detail for the FCall pre-production module. The results g ggl-
are presented in this section, together with comparisons -
to GEANT3 and GEANT4 simulations. i

5.1 Signal linearity 0.041

The experimental electron sigrgk in the FCall mod-
ule was reconstructed for all beam energies using theg o, |
(experimental) calibration constaty,: -

Neelis Neelis r

Erec = Cexp' A= Cexp- Z a = Z Erec,i s (5.1 00
i= i=

|
50 100
Erﬁ,(: (Gev)
with A being the sum of raw cell ADC signaés with

pedestals subtracted, over Bleis cells of FCall. The rigyre 11, Reconstructed energyEio)

calibration constanteyp, in units of GeV/ADC count, spectrum for 80 Ge\W/test beam electrons

was constrained by the ratio of the beam endtgymto  and the corresponding simulations.

the average response for electrons \iith,n= 60 GeV.

Figure[1lL shows thE,e. Spectrum for 80 Ge\Welectrons, together with GEANT4 simulations.
The relative difference between the average reconstrtedyy(Ec) and the beam energy

EpeamiS, to first order, a measure for the signal linearity. Fidl@eshows this quantity as function

of Epeam With Erec Using all cells in FCall. In addition, this figure also shotws teviation from

linearity when a (symmetric) cell noise cut is applied, dely cells with signalsEreci| > V - Onoisei

—16 —



~ 2
§ L
2L | e A
S [¢]
<o ¢ o
2 ¢
I $ A ¢
T R S S S e e S Sl SR
| i + A
§ 2 o
5 L
~ A a
_47 ® no noise cut
. O 20 noise cut
| A 30 nojse cut
0 40 nojse cut
_6 .,#
-8
L0
0 25 50 75 100 125 150 175 200 2

Ebmm (Gev)

Figure 12. The ratio of average reconstructed electron enéEjy.) (see eq.l)) to the beam energy
Epeam With and without cell selection with noise cuts (see testshown as function dEpeam

enter into the sum in ed. ($.1). HedRoisei is the energy equivalent of the electronic noise in ell
as determined by the RMS of the pedestal fluctuations in rhdtriggered empty events, and
sets the noise cut level (typically> 0).

Clearly there is a strong dependence of the signal linearityhe noise cut leveb. This is
expected as the cell selection using any noise cut tendpfess small true particle cell signals as
well, reflected by a more severe relative energy loss, esliheai lower energies. The signal gain
for Epeam> 40 GeV andv > 2 is actually generated by the increasing suppression df eegative

cell signals around the shower core, which reduce the dvgglin unrestricted cell energy sums
(see further discussion in sectipn]5.3).

The dependence of the reconstructed energy was compared to simulations by calculating
the relative difference between the average reconstrastenies from experimentHyecexp)) and
simulations (Erecsim)), With experimental noise included Eecsim following the prescription in
eq. (4.11) in sectioh 4.3, for various noise cut levelike

AE JE = (Erecsim) (V) — (Erecexp) (V) ' (5.2)
(Erecexp) (V)

The dependence &E /E onv is shown in figurg 3. Note that in addition to the effects ef th
noise cut another small relative signal loss up to about 28beaexpected at lower energies from
the upstream energy losses, see figlire 4 in seftipn 2.1. Fresponding variation OfErecexp)
like the signal loss due to the noise cut, was reproduced &N in (Erecsim) to order+2%,
and slightly worse by GEANT3 (order3%).
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Figure 13. The relative difference of experi- Figure 14. The distribution of the cell signal sig-
mental and simulated average energy signals reificancel’, as defined in the text, for 60 Ged//
constructed with various noise cut levels, for 20electrons in FCall (top). The figure at the bot-
60 and (nominal) 200 Ge¥klectrons in FCall. tom shows the average relative signal contribu-
The lines indicates the relative loss of electrorion of cells with a giverT™ to the total signal for
signal due to the noise cuts, as determined witthe same events.

GEANTS3 (solid) and GEANT4 (dashed) simula-

tion.

The best agreement between simulations and experimentolived for the unbiased signal
with v = 0. The effect of the noise cut on the total signal in the situtedepends on the predictive
power of the electromagnetic shower model, especially taildef the radial shower development.
Another important effect to be considered was to which I¢lrelempty events actually describe
the electronic noise underlying particle events, espgaidgth respect to coherent fluctuations.

The sensitivity to details of the shower simulation is alsdi¢ated in figurg 34, which shows
the distribution of cell signals in 60 Ge¥électron events, measured in terms of their significance
I = Ereci/ Onoisei, for experiment and simulations. The higher end point ofetkgerimental spec-
trum means that larger signals in a single cell occurred rofien in the experiment than in the
simulations, thus indicating more compact electromagrsttowers in the experiment.

5.2 FCall electron energy resolution

The relative energy resolution is given by(Eec) / (Erec), Where both the widtlo (Erec) and the
average respons&c) were determined by an unrestricted Gaussian fit to the r&wmtsd energy
(Erec) distributions for various beam energies.

If Erec Was calculated according to ef]. {5.1) in the previous sectie. by summing all FCall
cell signals for each event, it included a rather large arhotipure electronic noise — the signifi-
cant part of the electron signal was typically found in onto cells only, depending on the impact
point. Still, by adding the noise to the simulations as pibed in eq. [[4]1) in sectioh 4.3, it was
possible to describe the experimental fluctuations quitewith both GEANT3 and GEANTA4, see
figure[15. This holds even when the noise cut discussed inrthopis section was introduced. It
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Figure 15. The relative energy resolution for Figure 16. The evolution of the resolution func-
electrons in FCall, for various noise cut leveldion parameters as function of. The shaded

v. The lines are resolution functions determinecreas indicate the parameter error band around
from simulations. The dotted line shows the intheir central values for GEANT3, while the solid
trinsic limit for the resolution, again as deter-line shows the central values for GEANT4, with
mined from simulations. the dashed line indicating the error for this data.

is notable that the fluctuations predicted by GEANT4 sinorfet at the highest available electron
energy (193L GeV) are actually larger than in the experiment. The réwolfunction fitting the
beam energy dependence of the relative energy resolutlmstsggiven by (sed [R0], for example)

0 (Erec) ( a )2 ( b )2 X
— = + +c2, 5.3
Erec \/ v/Ebeam Ebeam ( )

wherea measures the stochastic contribution from sampling andhéit fluctuations, andb is
determined by fluctuations introduced by electronic noiSée variablec is the constant term
mostly generated by the already discussed signal fluchsatioe to event-by-event variations of
the electron impact point, and, for FCall to a lesser extepghannel-to-channel inter-calibration
inefficiencies like electronic gain fluctuations.

The dependence @af b, andc on the noise cut leval is shown in figurd 16. As expected, the
stochastic and constant teanandc, respectively, were virtually unaffected by the particuaoice
of v. The smallv dependency of these two terms was likely introduced by wasicorrelations in
the numerical fitting of the parameters according to the hgigen in eq. [5.8). The noise tern
drops with increasing, again as expected.

Figure[1p also shows that both GEANT3 and GEANT4 describedséimpling and intrinsic
fluctuations quite well. GEANT4 seems to have larger fluétunstat high energies, as indicated by
a larger constant term As the noise is introduced into the simulations by overigyéxperimental
empty events, it is expected that the resolution tbri:ivery similar to the one in the experiment
in both GEANT3 and GEANTA4.
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Figure 17. Integrated radial shower profiles for Figure 18. The three parameters of the energy

experimental electrons of different beam enerresolution function as function of the cluster ra-

gies in the FCall pre-production prototype (top)diusr. The solid line in these plots mark the

The plot at the bottom shows the relative energgentral values of the respective parameters if an

resolutionog)/E(r) as function of the cluster additionalv = 3 noise cut is applied on top of

radiusr, for various beam energi€$eam the clustering, while the dashed lines indicate the
corresponding error bands.

5.3 Cylindrical clustering

Suppression of the electronic noise contribution to thetma signal in FCall can be achieved
by selecting cells according to their signal significance,desscussed above. Alternatively, the
signal collection can be geometrically restricted to thieme in which the electromagnetic shower
actually develops. The most appropriate shape for thismvelin FCall is a cylinder around the
direction of flight of the incoming electron, which also defrthe principal (longitudinal) shower
axis.

The advantage of collecting the signal in cylindrical chustis that the loss of true signal due
to cell selection is avoided. In addition, the radius of thiincler given the best signal linearity and
the best resolution can easily be found experimentallyndisated in figuré¢ 17.

One of the problems with cylindrical clustering is that dubilial signal fluctuations can be
introduced due to the readout granularity. In cell selegtionly based on the distance between
geometrical cell center and shower axis a small shift of ingsict point from one event to the next
can exclude a cell with significant signal, thus introducaalglitional impact point dependent signal
fluctuations. To avoid this effect, a fractiamof the cell signal contributing to the cluster signal
was determined according to the following rule:

1 for cells completely inside the cylinder;
W= 4 /%hared/%e|| for cells partly inside the cylinder; (5.4)
O oo for cells completely outside of the cylinder

Here 2%hareq is the area of the cell covered by the cylinder on the frongé fatFCall, with 0<
safshared/ el < 1, andezg) is the total cell area. The small tilt of the FCall module wasred
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in this model; the principal axis of the cylinder (the showgis) was assumed to be perpendicular
to the front face. This introduces the need for a slightlgdarcluster radius than the one expected
for a tilted principal axis, due to the imposed circular thushape instead of the more appropriate
ellipsoidal shape. The specific functional choice o eq. (5.}) was motivated by aspects of
lateral electromagnetic shower development and optimeredlgy resolution.

Figure[1} shows the integrated radial profiles for electiorfsCall, as measured by the en-
ergy E(r) in a cylinder of radiug. E(r) is at a maximum formax~ 8 cm, with a small depen-
dence on the electron ener@yeam (slightly smaller cylinder preferred for small&hear). The
fact thatE(r = ») < E(rmax indicates negative signals around the electromagnetiweshgener-
ated by differential signal crosstalk in the electronicinha about 3%, practically independent of
Epean{see [1P] for details).

The relative energy resolution is also nearly optimal foowththe samenax Increasingr
beyond this radius clearly leads to a pick-up of fluctuatidas to electronic noise, as can also be
seen in figur¢ 7. Again, the result suggests a slightly meddius at lower than higher energies.
The change of slope at around= 15 cm in the resolution, best seen t§eam= 20 GeV, is due
to the limited lateral size of the FCall module. At this radibe outer radius of the module was
reached for some directions from the impact point, whiletimeos cells were still picked up (see
figure[$ in sectio 2]2).

Fitting the parameters of the resolution function in @dd)%or signals in cylindrical clusters of
various radiir yields the dependencies oshown in figurd 118. Reasonably accurate determination
of these parameters was only possiblerfar 4 cm, as smaller clusters did not collect a sufficient
fraction of the electromagnetic shower. The best clustr deduced from these curves was again
about 8 cm. Beyond that only signal fluctuations due to edeitrnoise were added. The fact that
the stochastic resolution paramegeand the constant termwere basically independent offor
r > 6 cm and only the noise paramekeincreased withr, as expected, indicates that the function in
eq. (5.B) describes the relative energy resolution fortedas in FCall very well, as all parameters
were decoupled to a large extend.

An additional cell selection with a
noise levelv = 3, as discussed in the pre-%‘ 200
vious sections, avoided the noise pick-ur&% E
at larger radius, as can also be seenin fig§ :
ure[I3. Yet, the cylindrical cluster with 790
r ~ 8 cm performed as well as the cell 50§
noise cut for the resolution, but avoids 0 S : _
the signal non-linearities introduced by I T Sy
this particular cell selection, as shown in Radius of cylinder (cm) Noise cut level v
figure[12 in sectiof 5] 1.

Figure[IP shows the domains in thdigure 19. The domains in(r,Epeam) and (v,Epean) in
(, Evear) and the(v, Epeam) plane, respec-WhiCh given terms, b, andc of the resolution function dom-
tively, where certain terms in the resolu-mate'
tion function eq. [5]3) dominate. Note that for the operatid the FCall in ATLAS only the
largerEpeamregions are relevant, thus the control of the constant temmaist important for a good
electron reconstruction performance.
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Resolution Fits 0/E (1931 GeV)
a (%-vGeV) c (%) (%)
impact point corrected 381+0.71 235+0.16 343+0.15
cylindrical cluster(=7cm) 3460+224 366+0.21 443+0.11

Table 1. Energy resolution contributions for electron signals ireEC corrected for impact point fluctuations
or collected in a cylindrical cluster. In addition the ragan at the highest availablg,eamis given.

5.4 Further optimization of the energy resolution

The inhomogeneous FCall front face suggests explicit ctiores of the signal depending on the
impact point. This impact point was rather well known forleaarticle from its reconstructed track
(typically within 0.5 mm or better in each dimension). Taple 1 summarizes the imgstrtant
electron energy resolution parameters in case of cyliatiditistering and when an explicit impact
point correction based on the reconstructed track is appliaddition. The latter indicates the best
possible performance of FCall for electrons. As recongdutracks are not going to be available
for the FCal in ATLAS, an alternative approach to impact paeconstruction using only FCal
signals was developed and is discussed in the followindasect

5.5 Impact point reconstruction

The lack of a tracking device in front of the FCal in ATLAS letadthe development of an impact
point reconstruction algorithm using FCal signals alonestright forward approach using the
signal center of gravity only was first explored. It allowedaarse reconstruction of the impact
point, as illustrated in figufe RO. The rather large lateedlisize in FCall, especially with respect to
the lateral extension of electromagnetic showers in tHizricaeter, meant that for many electrons
a large fraction of the signal was contained in one cell athiys pulling the reconstructed center
of gravity towards the geometrical centers of this cell, fapare[20(a)-(c). A more careful analysis
actually showed that even electrons with a very large foactif their signal in only one cell had

their shower center of gravity slightly off the geometricall center, due to the small but finite
incident angle.

The energy sharing between cells generating the particgiater of gravity distribution is
shown in figure[20(d) and (e). Center of gravities were retrooted close to the geometrical
cell center, as discussed above, in showers where typi8altp 90% of the electron energy was
deposited in one cell alone. A center of gravity between teltscon the other hand, implies equal
sharing of energy between the two cells alone.

A more evolved method for impact point reconstruction esgaiodetails of the spatial signal
pattern generated by the lateral electromagnetic showeadpn the FCall cells, and its relation
to the impact point. This method consisted of two steps. At,fihe pattern was established in
look-up tables using 19BGeVCk electrons. The sensitive variable used was the energynghari

between any two cells, given by
E — Ej

Fi = .
VTE+ Ej
It was calculated for pairs of cell$, j,i # j) with significant signald;, E; in the reference events,
and then binned in steps of typically20for -1 < F; < 1.

(5.5)
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Figure 20. The distribution of the center of gravities for 80 Ge\&lectrons on the front face of the FCall
pre-production prototype (a). The shaded and open boxésatieccells. The distributions of the horizontal
(Xcog) and vertical Ycoc) center of gravity coordinates are shown in (b) and (c),eespely. The graphs on
the bottom show the ratios of the maximum cell sigBalnax Over the total signak; in FCall as function

of Xcog (d) andYcog (€).

The other feature used to classify the pattern was the gealgineighbouring) relation be-
tween the two cells in a given pair. These relations weregogized as common edge left/right or
up/down! common corner points (top, left)/(top, right), (bottonfilébottom,right), separated by
one or two cell(s) (left, right, top, bottom, or along a diagt), and others.

The impact point coordinates from the tracking system weee stored for each; bin, and
each geometrical cell relation, producing patterns as shovigure[2]. Similar patterns of many
reference events are overlaid to calculate the probalaibitytours for the impact point. Finally,
the combined probability for all geometrical relations @fdbins was calculated by adding the
logarithms of the individual probabilities.

In the second (reconstruction) step the pattern charatitariof any given electron event were
calculated in the same space gf bins and geometrical relationships. The most likely impact
point was then looked up in the probability contours for therfd pattern, as determined with the
1931 GeVk electron data. No significant energy dependence of therpatteas expected, at least
not at a level significant for the impact point reconstruttias the lateral shower profiles show
only a very slight energy dependence themselves.

Obviously this method made optimal use of the cell segmiemtat FCall, and was certainly
found to be much less sensitive to the relation betweenalatetl and shower size than the center
of gravity approach. Using the impact point reconstructéith his approach allowed a realistic

"The cells are actually rectangles, i.e. left/right is diiet from top/bottom.
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Figure 21. Distributions of impact points on the FCall front face fareth different bins of the signal sharing
variableF; (see text) and three different geometrical relations betwbe paired cellgy, Aj. Each cell is
indicated by a group of 16 electrodes.
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Figure 22. The tangential ¢;) and radial ;) space resolution for electrons in FCall, as function of the
beam energ¥peam The curves show results from fits to the data points as de=tin the text.

measurement of the spatial resolution for electrons in el F Figure] 2P shows the radial and
azimuthal (tangential) space resolution as function ofis@m energy. The energy dependence of
the spatial resolution functions could be described by

as 2 bs 2
O-— = )+ + 2. 5.6
° ( A% Ebeam> < Ebeam> S ( )

The interpretation of the parametexs bs, andcs corresponds to the interpretation of the energy
resolution function given in eq[ (5.3) in sectipn]5.2, watk: t for the tangential and = r for the
radial resolution. Tablg 2 summarizes the results from #terchination of these parameters.
Extrapolating these results to single electrons in the EGalATLAS yields a high energy
limit in the resolution of the pseudo-rapidity measuremept= 0.009 at|n| = 3.7, well below
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as bs Cs

(mm-/GeV) (mm-GeV) (mm)
tangential 6—t) 1058+023 420+14 110+0.02
radial 6=r) 8.02+0.16 469+0.8 0574+0.02

Table 2. The stochasticgs), noise bs) and constant terncf) of the electron space resolution in FCall, as
determined by fits of the resolution function in €g. {5.6)le experimental data shown in figfré 22.
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Figure 23. The average experimental electron signal in FCal2 as aiimof the beam energipeam and
its deviation from the fitted line for two different fit modeteee eq.[(6]1).

the ATLAS requirement 0b;, < 0.05 discussed in the introduction sect[gn 1. The test beauftres
excludes possible additional resolution loss due to lowigiial vertex fluctuations. The uncertainty
in azimuth at the same pseudo-rapiditys gy ~ 2.4 mrad.

The application of the impact point likelihood patternsislar study for best possible direction
reconstruction in the ATLAS FCal. It is particularly intstang for the highly focussed, therefore
narrow in linear space, particle jets going in the forwangkclion at LHC, as for those the elec-
tromagnetic and hadronic showers sizes in the FCal willalgtbe larger than the typical sizes of
the jets themselves. This may allow using the same likedhmatterns derived from elec-tron test
beam signals in FCall, with some loss of resolution due tdabithat the incoming energy will
already be distributed in space in the (small) jet cone, hatitome of the hadronic shower activity
in FCall will introduce additional fluctuations g and thus in the reconstructed patterns as well.

6. The electron response in FCal2

The electron response of the hadronic FCal2 module is anriaoperformance parameter for
the determination of the energy scale for this module. Orother hand, the design of FCal2 was
optimized for reconstructing hadron jets in an environmgrdracterized by large signal fluctu-
ations introduced by a high rate of soft collisions undedythe hard scattering events at LHC.
One important requirement for a calorimeter operating ia #mvironment is to keep the spatial
hadronic shower extent as small as possible, thus requérimgry dense detector. The price to
pay then is loss of performance especially for electromtigyemergy due to the small sampling
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fraction. Less than 1% of the energy in an electromagnetiavehin FCal2 is actually converted
into signal. The dense tungsten absorber also limits theeshsizes such that an analysis of topo-
logical features, similar to what has been presented fotFi@dhe previous section, was difficult.
The total electromagnetic shower depth is only about 15 @mone third of the total FCal2 depth,
and the Moliere RadiuBy, is about 115 mm. The relatively large lateral cell sizes in FCal2 thus
often confine the electron signal to one channel. Nevelbelewas possible to extract the basic
electromagnetic calibration constant, as discussed ifotlusving paragraphs.

6.1 Electron signal linearity in FCal2

The dependence of the average FCal2 electron sigijabn the beam energipeam is shown

in figure [2B. It shows a linear response at the levet-@%, depending on the definition of the
proportionality betweerA) andEpeam Two cases have been studied with this respect, first with a
linear model assuming only one constant proportionalitdiaCexpa, and second witltexyn and

an additional signal offse, so that

(A) (Epeam) = Ebeam/ Cexpa OF
(A) (Epeam) = Ao+ Ebeam/cepr . (6.1)

For this analysis the averagg,= (cexpa+cepr) / 2 is considered the electromagnetic calibra-
tion constant (in units of GeV/ADC cts) in FCal2. The smaffetience betweeexya andCexpp is
absorbed into the systematic errorogfp,.

Comparingcexp for FCal2 with the corresponding number for FCall yieldsrtte of electron
calibration constantB. between the two modules to be
Cexp(FCal2
Cexp(FCall)
The ratio of sampling fractionBs can be extracted from this experimental result by applying a
correction for the different pulse shapes in FCall and FCal2

Re
Rs ~ 13= 1.425
The magnitude of this correction was determined by an aisabfshe signal shape evolution using
a detailed PSpidsimulation of the involved electronic circuits and transsion lines, including a
model of the electric properties of the FCal electrodes.
R. andRs are important parameters for the reconstruction of hadrehowers in FCall and
FCal2, where the energy sharing, as measured by the elegratic energy scale signals in the

modules, may enter into the calibration functions.

R.= = 1.852+0.041(sys) + 0.022(stat) .

6.2 Signal impact point dependence

The strong impact point dependence of the signal, alreasbudsed earlier and observed even for
the slightly tilted FCal2 module, was an indication of thetfdnat the energy sampled in the active
liquid argon gap of the electrodes was severely reduced wheelectron hit the electrode rod
first, for example, due to the very dense tungsten. This caeér in figur¢ 24, where the electron
signal is shown as function of the distance between thegmithpact point and the center of the
electrode rod.

8Registered trademark of Cadence Design Systems, Inc.
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The signal shape displayed in this figure can _
be directly mapped onto the electrode geome-ﬁ ,_gf,
try. There is a deep minimum, correspondingg g
to a relative signal loss of more than 30%, in theZ ‘
center of the electrode rod. Here the electrons® a
hit pure tungsten first.

Going outward, it is followed by a signal
maximum at the (expected) location of the
liquid argon gap. The next signal minimum  .;©
can then be found further out at the location ;go‘ - 375 pm——
expected from the hexagonal electrode pattern, 7 2465 1ont
roughly between two to three liquid argon gaps. — "‘ — ‘1‘ L
It is less pronounced because at this location the "o 1 2 3 4 5
electrons actually hit the FCal2 copper end plate Distance from electrode center (mm)

first, V\_/hICh represented a target of relatIV(?Iy SO_Eigure 24. The variation of the signal of 80 Ge¥/
material. It therefore generated secondaries ngpectrons in the experiment as function of the dis-

longer range, thus distributing the incomingance between the electrode center and the particle
electron energy in space and increasing th@pact point. The electrode structure is clearly re-
likelihood for these secondaries to actuallylected in this response.

reach the sensitive liquid argon.

The impact point dependence of the electron signal in FCaH. less severe, especially when
the module was slightly tilted with respect to the beam axig. 0° impact angle, a variation
of only 10% or less was observef] [8]. This was mainly due toftlo¢ that the softer copper
allows a much larger longitudinal and radial shower exgamsvhich significantly increases the
amount of active argon passed by the shower particles, aeahpa the denser tungsten in FCal2.
More specifically, the longitudinal coupling due to the mg#inreefold increase of the longitudinal
shower size, together with a larger Moliere Radius in FCBIL 4 16 mm, compared to about BL
mm in FCal2), involves many more electrodes in the signahtdion, thus increasing the sampling
fraction significantly.

. Teu gttty

Average

~33% signal loss

7. Conclusions and outlook

Results from a detailed study of the electron response oATheAS Forward Calorimeter, using
both experimental data from the 1998 pre-production pypttest beam and simulations within
the GEANT3 and GEANT4 frameworks, have been presented. tiapioperformance parameters
like signal linearity for electron energies from 20 to ab@00 GeV, and the energy resolution in
the same energy range, were found to be well within the rements for ATLAS physics for the
electromagnetic FCall module: deviations from linearigrewithin+1%, and the most important
high energy limit in the energy resolution was of order 4%.

The 1998 test beam offered the unique chance to directlysadbe electromagnetic response
of the hadronic FCal2 module experimentally. The modulensttbthe expected direct propor-
tionality between signal and incoming electron energystbanfirming that the electromagnetic
energy scale signal in FCal2 is a good base for energy recotish for hadrons and jets. This
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conclusion was non-trivial due to the very small samplingcfion and other particular signal
features like a very strong impact point dependence, inoted by the dense absorber and the
tubular readout geometry.

Direct comparisons of the experimental data with the twtediiht simulations indicated that
the average electron signal in FCall in the available enenmgge can be understood at the level of
one percent. Some significant differences were found, thangome details of the shower devel-
opment. The electromagnetic showers in the experiment egtéonbe more compact (narrower)
with higher cell signal densities than the ones modeled iIARE3 and GEANT4. This observa-
tion has not yet been confirmed with more modern GEANT4 vassiixe GEANT4.8.2 and newer,
which feature (among others) significant improvements efrttodeling of multiple scattering in
electromagnetic showers. A more decisive conclusion anifisue has to be left to more recent
studies, probably with data from the 2003 ATLAS FCal testrbexperiment. Here it is notable
that GEANT3 and GEANT4 at the state of art of this analysieagjuite well with each other.

Meanwhile, the production modules for FCall, FCal2, andIB®ave been built (two of
each). A full FCal calorimeter was subjected to extensige heam studies with electrons, pions,
and muons in summer of 2003, and the pre-production protstjgr FCall and FCal2 used in the
test beam described in this article were rebuilt for ano#ipercific test beam experiment illumi-
nating the transition region between the ATLAS end-cap anddrd calorimeters aroungl = 3.2
with all three particle types in 2004.
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A. Module geometry details

The bulk absorber of the FCall pre-production prototypesiste of 18 copper plates, each2m
thick, stacked to a total depth of 45 cm, thus forming a béigicaonolithic copper wedge with a
9C° opening angle. The module depth corresponds to aboMt 28d 27 absorption lentghsi().

Each plate has 2351 holes drilled into it in a hexagonal patte accommodate the electrodes,
see figurg]3 in sectiof) 2. The outer radius of the FCall wedgedst 45 cm. The total weight of
the module is approximately.®t.
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Overall Geometry & Materials FCall FCal2
Module outerradius ................. [cm] 45 45
Moduledepth .................. [cd/A] 45/27.6/2.7 45/91.2/3.7
Bulk absorber material ................... Cu 97%W
2%Ni
1%Fé
Tubematerial ................ ... .. ... Cu Cu
Rod material ................ ... .. ...... Cu w
Approximate module mass ............. [t] .50 09
Average module density ........... [9/8m 7.9 145
Electrode Geometry FCall FCal2
Tube inner diameter ................ [mm] .28 568
Rod outer diameter ................. [mm] .74 493
Average liquid argon gap size ....... il 267 375
Electrode center-to-center distance ... [mm] .50/ 818
Calorimetric Parameters FCall FCal2
dE/dxweighted sampling fraction ... .. [%0] .a1 132
dE/dxweighted sampling frequency [cTH] 0.60 035
Approx. electron sampling fraction .... [%] 1.4 1.0
Electronic Parameters FCall FCal2
Electron drifttime ................... [ns] 53 75
Potential acrossgap .................. M 250 375
Electrode capacitance ................ [pF] 349 263
Number of electrodes ..................... 2351 2550
Number of readout cells (tiles) ............ 192 128
Number of readout channels (total/bi-gain) . 268 160Q/32

*average slug composition only.

Table 3. Most important module parameters for the FCal pre-protegy@he electron sampling fractions
have been estimated with GEANT3 and GEANT4 simulations|enthed E/dxweighted sampling fraction

and -frequency have been calculated for the corresponditagtbr geom

The FCal2 absorber is built from small tungsten slugs, whiltthe interstitial space between
position and contain the slugs
inside the detector volume, together with copper form eme the sides and at the inner radius
of the module. The overall depth is 45 cm, which due to the nuetser absorber corresponds
to about 91Xy and 37 A. The module weight is about®t. This module has 2550 individual
electrodes in one quarter of the volume of the final detedisle[3 summarizes the most important

the tube electrodes. Two copper end plates hold the elexstrivd

mechanical parameters of both modules.
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