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By spatially mapping the Doppler effect of an in-plane magnetic field on the quasiparticle tunneling
spectrum, we have laterally imaged the vortex lattice in superconducting 2H-NbSe2. Cryomagnetic
scanning tunneling spectroscopy was performed at 300 mK on the ab-surface, which was oriented
parallel to the field H. Conductance images at zero bias show stripe patterns running along H, with
the stripe separation varying as H!0.5. Regions of higher zero-bias conductance show lower
gap-edge conductance, consistent with spectral redistribution by a spatially modulated superfluid
momentum. Our results are interpreted in terms of the interaction between vortical and screening
currents, and demonstrate a general method for probing subsurface vortices. VC 2011 American
Institute of Physics. [doi:10.1063/1.3659412]

In response to an applied magnetic field, type-II super-
conductors experience a diamagnetic current that circulates
along the sample edge. Above the lower critical field, field
can penetrate into the superconductor via a lattice of vortices,
each consisting of a paramagnetic current loop enclosing a
flux quantum.1 The vortex lattice can be imaged using techni-
ques sensitive to variations in the local magnetic field such as
Bitter decoration2 and Lorentz microscopy3 or with scanning
tunneling microscopy (STM) which probes the local quasipar-
ticle density of states (DOS). STM imaging of the vortices is
possible by virtue of bound states and suppressed supercon-
ducting gap in the vortex core.4,5 Because of this reliance on
vortex-core states, STM imaging has been largely limited to
the cross-sectional geometry, with the vortices piercing the
sample surface. An earlier STM study versus field direction
showed that the density of vortices decreases as the field is
tilted away from the surface normal.6,7 For fields parallel to
the surface, the vortex cores become buried in the bulk, mak-
ing them difficult to probe directly. In this lateral field geome-
try, vortex lattices have been imaged by Lorentz microscopy,
but only in highly 2D superconductors where pancake vortices
decorate in-plane flux lines.8,9

In this letter, we report on lateral imaging of the super-
conducting vortex lattice using cryomagnetic scanning tunnel-
ing spectroscopy. By mapping the zero-bias tunneling
conductance over the ab-surface of superconducting 2H-
NbSe2 in an in-plane magnetic field and at 300 mK, we have
observed distinct stripe patterns whose orientation and spacing
versus the field can be directly attributed to the in-plane flux
lattice. Our observations are interpreted in terms of the inter-
action between the diamagnetic screening current and the par-
amagnetic vortical currents, which results in a spatially-
modulated Doppler effect on the quasiparticle DOS spectrum.

The STM used in our experiment was specially designed
for the magnetic field to be applied parallel to the sample

surface, as shown in Fig. 1(e). The STM is mounted inside a
3He cryostat which is inserted into a superconducting sole-
noid. The Pt-Ir tips used were field-emitted in situ to ensure
stable vacuum tunneling, and RF-filters were used through-
out the wiring to maximize the spectral resolution. The dI/dV
conductance spectra were acquired by lock-in amplification
with a 20 lV excitation at 505 Hz, and the typical high-bias
junction impedance was 10 MX.

Single crystals of 2H-NbSe2 were grown by an iodine
vapor transport technique.10 The crystals had critical

FIG. 1. (Color online) Lateral imaging of the superconducting vortex lattice
in 2H-NbSe2 at various fields and at 300 mK. Panels (a) to (c) show
380" 380 nm2 spatial maps of the normalized zero-bias tunneling conduct-
ance G0 for fields of 0.09, 0.25, and 0.4 T, applied along the [100] direction
(white arrow in (a)). Panel (d) shows the average G0 along the direction per-
pendicular to the stripes in the 0.09 T data. Panel (e) shows a schematic of
our experiment, with the STM measuring the ab-surface, across which flows
a diamagnetic screening current (red line). In the heuristic model discussed
in the text, paramagnetic currents (blue loops) circulating the subsurface
vortices perturb the screening current, thus spatially modulating G0 and pro-
ducing the observed G0 image contrast.a)Electronic mail: wei@physics.utoronto.ca.
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temperatures of #7.2 K, and upper critical fields of #5 T and
15 T, respectively, for field perpendicular and parallel to the
ab-plane. The crystals measured were $5" 5" 0.5 mm3 in
size, with the wide faces normal to the c-axis. The crystals
were oriented by x-ray diffraction, cleaved just before being
loaded into the STM, and cooled to 300 mK in zero field.
STM topography revealed atomically smooth surfaces, with
hexagonally arranged Se atoms modulated by triangular
charge density waves. The magnetic field was applied along
the [100] direction with $2% precision.

Figure 1 shows spatial maps of the zero-bias conduct-
ance, G0. The G0 data were normalized relative to the
above-gap conductance at 4 mV. Panels (a) to (c) show plots
of the data for 0.09, 0.25, and 0.4 T, respectively. Regions of
high G0, hereafter referred to as stripes, can be seen in each
plot, running parallel to the in-plane field and spaced at regu-
lar intervals. Crystals from different growth batches showed
the same stripe patterns, thus attesting to their general
reproducibility. The average half-width of the stripes is
35 6 15 nm over the field range measured. This is compara-
ble to the expected size of a vortex core 2nab$ 20 nm, where
nab is the zero-temperature superconducting coherence
length in the ab-plane for 2H-NbSe2.11 The brightness of the
stripes alternates between adjacent stripes, an effect more
clearly seen in panel (d), which shows a profile plot of the
average G0 along the direction perpendicular to the stripes in
the 0.09 T data.

To interpret the stripe patterns as a manifestation of the
subsurface flux vortices, we consider quantitatively how
these patterns vary with the applied field H. Figure 2 shows a
log-log plot of the separation between stripe centers over the
field range measured in this experiment. The stripe separa-
tion decreases with increasing field and is fitted to
/ H!0:5460:09, in good agreement with the expected H!0.5

dependence of the vortex lattice parameter on field. It is im-
portant to note that the stripe separation we observed is
0.86 6 0.10 times the Abrikosov lattice parameter. This ob-
servation can be qualitatively explained by identifying every
other stripe with the row of flux lines closest to the surface
and the in-between stripes as coming from the next closest
row; this picture would be consistent with the alternating
brightness between adjacent stripes noted above. A more
quantitative explanation of the stripe separation observed

would need to consider vortex lattice distortions due to the
superconducting anisotropy of 2 H-NbSe2 over the field
range we measured.12

To visualize spectroscopically how the stripe patterns
emerge, we analyze detailed variations in the dI/dV spectrum
across a typical G0 image. Figure 3(a) shows a series of dI/dV
spectra measured while the tip is scanned perpendicularly
across a stripe region at 0.1 T. It is clear that the midgap
states rise appreciably over a #35 nm wide region, thus
accounting for the stripe patterns seen in the G0 image
described above. Panel (b) shows the spatially averaged
spectra over the center of a stripe and just between two
stripes. The zero-field spectrum is included for comparison
to show the overall effect of the applied field. Comparing the
two curves at 0.1 T, the zero-bias dI/dV is higher while the
dI/dV near the coherence peak at #61.4 mV is lower, over a
stripe than between stripes. This effect can be seen more
clearly in the difference of the two spectra, as shown in panel
(c). Here we emphasize the subtlety of this midgap-states
effect, i.e., the difference in G0 is #5 nS, requiring high mea-
surement sensitivity to detect.

To understand the physical origin of the spectral evolu-
tion versus field, we consider the recent theoretical model of
Zhang et al. (Ref. 13), which calculates the quasiparticle
DOS spectrum for a current-carrying superconductor. Essen-
tially, the supercurrent adds a Doppler term proportional to
vF & qs to the quasiparticle energy dispersion Ek, where vF is
the Fermi velocity and qs is the superfluid momentum. This
Doppler shift in k-space causes a redistribution of the
energy-gap size along the Fermi surface (FS), thus modify-
ing the quasiparticle DOS spectrum.14 With increasing qs,
the coherence peaks are suppressed in height and shifted to
higher energies.13,15 When the Doppler term becomes suffi-
ciently large relative to the gap amplitude, parts of the FS
become gapless, causing the zero-energy DOS to increase
with the field. All of these spectral behaviors, namely, sup-
pression of the coherence peak and enhancement of the
midgap states are observed in our tunneling measurements,

FIG. 2. (Color online) Separation between the centers of the G0 stripes, for
fields between 0.09 and 0.4 T, plotted on a log-log scale. The data (circles)
are fitted to / H!0:5460:09 (red line), in good agreement with the expected
H!0.5 dependence of the vortex lattice parameter on field.

FIG. 3. (Color online) (a) Series of normalized dI/dV spectra measured as
the tip is scanned perpendicularly across a stripe at 0.1 T and 300 mK. The
midgap states rise over a #35 nm wide region, thus accounting for the stripe
patterns seen in the G0 images. (b) Spatially averaged dI/dV spectra over the
center of a stripe (red curve) and just between two stripes (blue curve). The
zero-field spectrum (green curve) is included for comparison to show the
overall effect of the applied field. Over the stripe, the zero-bias dI/dV is
higher while the coherence-peak dI/dV is lower, an effect clearly seen in the
difference of the two curves, as shown in (c).
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thus directly implicating the Doppler effect in the appearance
of finite G0 with in-plane field.

Finally, we consider the interaction between the vortical
and screening currents in order to explain why the Doppler
redistribution of the quasiparticle DOS spectrum shows spa-
tial modulation that is correlated with the vortex lattice.
These two currents flow in opposite directions near the sam-
ple surface, as shown in Fig. 1(e), and the counter-flowing
current lines would be denser over certain regions in order to
avoid crossing each other, thereby locally enhancing the
supercurrent density and thus the superfluid momentum. A
spatially modulated superfluid momentum implies a spatially
modulated Doppler effect, which could then produce the
stripe patterns seen in our in-field STM measurements. In
this heuristic model, the stripes in the G0 image correspond-
ing to high-Doppler regions are over vortices, while the
spaces between stripes corresponding to low-Doppler
regions are between vortices. Although this model is physi-
cally plausible, it should be noted that there are alternative
models indicating the opposite scenario, i.e., larger current
density and thus stronger Doppler effect between vortices
than over vortices.16,17 Applicabilities of these models
depend on quantitative details of the model assumptions, in
particular the field strength relative to the thermodynamic
critical field and the coherence length relative to the London
penetration depth. Further theoretical work is needed to
more rigorously justify our model and quantitatively inter-
pret our data. Here it is also worth noting that the subgap fea-
tures at #60.7 mV seen in our spectra could be due to the
multiband nature of 2H-NbSe2, as manifestations of a
smaller superconducting energy gap which is also Doppler-
redistributed by the in-plane field.18–21 Elucidation of this
scenario would require a multiband generalization (Ref. 22)
of the Zhang et al. model13 but would not affect the
stripe patterns we observed or our interpretation of their
physical origin.

In summary, we have used Doppler-modulated scanning
tunneling microscopy, performed at 300 mK, to laterally
image the in-plane vortex lattice in superconducting 2H-
NbSe2. This technique can in principle be applied on various
other superconductors to probe the length scales and spatial

symmetry of subsurface flux vortices. It may also potentially
be used to study other fundamental vortex phenomena, such
as single-vortex entry and vortex-surface interactions.
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