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Abstract

In order to understand the physical processes that occur in laser-produced plasmas it is necessary
to diagnose the time-dependent hydrodynamic conditions. Thomson scattering is, in principle, an ideal
diagnostic as it provides a non-intrusive method of measuring ion and electron temperature, electron
density, plasma velocity, and heat =ow. We describe here a post-processor for the MEDUSA hydrocode
that simulates streak camera images of the Thomson spectra. The post-processor can be used in three
ways: (1) creating simulated streak camera images that can be compared directly with experimental data,
(2) evaluating experimental designs to determine the viability of the Thomson scattering diagnostic, and
(3) as an automated data analysis routine for extracting hydrodynamic parameters from a calibrated
experimental streak camera image. ? 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Thomson scattering [1] is a powerful diagnostic of laser-produced plasmas (LPPs) because it
can provide simultaneously a measurement of the electron density, electron and ion temperatures,
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plasma expansion velocity, degree of ionisation and heat =ow [2] in a non-intrusive manner.
As such, one can obtain a vast wealth of time-dependent hydrodynamic data in a single image.
It has been used successfully to diagnose the parameters in a wide range of plasmas, e.g.,
tokamaks [3], compact tori [4], Z-pinches [5], as well as LPPs [6,7].

In this paper we describe a Thomson scattering simulation tool which can be used in a variety
of diJerent modes to aid in the design and analysis of experiments where such scattering is used
to probe the hydrodynamic conditions of a LPPs. The computer program can work both as a
post-processor of a hydrodynamic simulation, and as a stand-alone tool to extract hydrodynamic
parameters that are consistent with experimental streak camera data. In its present post-processor
mode, the code uses input data from the widely used hydrodynamic code MEDUSA [8,9].

The paper is laid out in the following manner. We Krst present the fundamental theory of
Thomson scattering. Whilst this is well known, we present the theory here to make explicit the
assumptions currently incorporated within the program, especially as regards the modelling of
heat =ow and the spectral range over which the routines have thus far been used to extract
experimental data. Secondly we present simulated time-resolved Thomson scattering spectra
produced by using the code to post-process MEDUSA output for a planar freely ablating LPP.
Finally, we demonstrate the determination of time-dependent hydrodynamic conditions from
an experimental streak-camera image of scattered radiation centred around the ion acoustic
feature.

2. Theory of Thomson scattering

2.1. Collective versus non-collective scattering

The spectra of Thomson scattered radiation depends upon the scattering parameter, �, which
determines whether the scattering is sensitive to the plasma wave =uctuations.

�=
1
k�D

; (1)

where k is the scattering wave vector, k= ks − k0 where ks is the scattered wave vector and k0
is the probe wave vector as deKned below in Fig. 1 and �D is the Debye length of the electrons.

Fig. 1. The scattering in the plasma, k0 probe wave vector, ks scattered wave for probe frequency, !0, and col-
lector direction R and k is the scattering wave vector which in the collective regime corresponds to plasma wave
=uctuation.
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When the probe wavelength is small compared with the Debye length, �¡1, and the scattering
occurs from individual electrons. The plasma eJects have to be taken into consideration for
longer probe wavelengths where collective eJects are important, i.e. when �¿1. For large
values of �, there is a resonance in the amplitude of the scattered radiation, corresponding to
the scattering of the radiation from distinct plasma wave =uctuations, as shown schematically
in Fig. 1.

2.2. Scattering cross section

A detailed calculation can be performed following the technique given by Evans and Katsen-
stein [10] for the scattering cross section.

�(k; !)=�TS(k; !); (2)

S(k; !) =
∣∣∣∣ 1−Gi(!=k)
1−Ge(!=k)−Gi(!=k)

∣∣∣∣
2

f0e(!=k)

+Z
∣∣∣∣ Ge(!=k)
1−Ge(!=k)−Gi(!=k)

∣∣∣∣
2

f0i(!=k); (3)

Ge = − �2W (xe); (4)

Gi = − Z
Te
Ti
�2W (xi); (5)

W (x)=1− 2xe−x
2
∫ x

0
ep

2
dp− i�1=2xe−x

2
; (6)

where �T = (8�r2e =3) sin
2 � is the Thomson scattering cross section of a free electron with clas-

sical radius re, � the angle between the polarisation of the probe radiation and the direction
of collected radiation, and S(k; !) is the dynamic structure factor for scattering vector k and
frequency shift !. Z is the ionic charge, and Te and Ti are the electron and ion temperatures,
respectively. For a plasma with Maxwellian distribution functions, f0, of both electrons and
ions, the functions Ge and Gi are given by Eqs. (4) and (5), respectively.
For large values of � we note that a resonance occurs in the intensity of the scattered radiation

at the Bohm–Gross frequency:

!2
bg =!2

p +
(
3kBTe
me

)
k2; (7)

where the plasma frequency is given by !p = (n0e2=�0me)1=2.
Similarly, for large values of ZTe�2=Ti a resonance occurs at the ion acoustic frequency

!2
ia =

Te
mi

(
Z

1 + k2�2D
+ �i

Ti
Te

)
k2 ≈

[
Te
mi

(
Z

1 + k2�2D

)]
k2; (8)
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Fig. 2. The Thomson scattering spectrum scattered from a Maxwellian plasma with parameters as given in the text.

where �i is the ratio of the speciKc heats. These resonances manifest themselves in the scattered
spectra at ±!bg and ±!ia from the frequency of the input probe beam, !0. In general, it is the
observation of the scattered spectrum in the vicinity of these resonances that yield information
concerning the conditions within the plasma. As an example we show in Fig. 2 a simulated
scattered spectra for radiation of wavelength 263:3 nm scattering through 90◦ from a plasma
with an electron density of 3× 1026 m−3, electron temperature of 2000 eV, and ion temperature
of 1000 eV.

2.3. Modelling heat Bow

In our modeling of the scattered radiation we assume that the distribution functions of both
electrons and ions are Maxwellian. However, the laser energy deposited at the critical surface
=ows down the temperature gradient to the denser, cooler surface resulting in the ablation
of material with corresponding mass =ow. Clearly such a process involves non-Maxwellian
distribution functions of the electrons. Within the framework described here, we assume that
such heat =ow does not signiKcantly perturb the shape of the distribution function, and that its
main in=uence is to shift the distribution function of the electrons with respect to that of the
ions. It is well known that a relative drift velocity between the electrons and ions results in an
asymmetry of the intensity of the two ion acoustic peaks [10] and thus such asymmetry can be
used as a diagnostic of the degree of heat =ow [2].

We assume that the electron distribution function that incorporates the heat =ow is given by
a Maxwellian with a shifted velocity U :

fe =
n

ve�1=2
exp

[
−
(
v−U
ve

)2]
: (9)

Note that the peak of the distribution function is shifted to a velocity that is opposite in
direction to that of the heat =ow, as quasi-neutrality requires no net current. The bulk of the
heat =ow occurs due to relatively fast electrons, as heat =ow is proportional to the integral of
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the distribution function multiplied by v3, and to oJset this a cold return current must =ow in
the opposite direction. Clearly the scattering will be dominated by the majority of the electrons,
which are represented by this return current. Within this simple approximation the shift in the
Maxwellian is related to the heat =ow, Q [11]. Thus,

U = − 9�
640

(
�T

�E�T�C

)
Q
neTe

(10)

where �T, �E, �T and �C are coeRcients depending on Z, for aluminium �T=(�E�T�C) ≈ 3:1. Care
should be taken when simulating heat =ow in this manner, as clearly the approximation will not
be valid in regimes of large heat =ux when the distribution function can be greatly distorted
[12,13].

Given the relation between heat =ow and eJective drift velocity between the electrons and
ions, we can follow the analysis of Evans and Katsenstein once more [10]. They demonstrate
that the Thomson spectrum for a plasma where the electrons have a relative velocity to the ions
of Uk is given by replacing

xe ⇒ xe − y; (11)

y=
Uk

ve
(12)

in Eqs. (3)–(6).

3. The post-processor

The post-processor solves the scattering equations to provide an absolute wavelength and
direction dependent scattered intensity for a given electron and ion density, mean ionisation,
electron and ion temperature, and heat =ow. In the post-processor the time- and space-dependent
quantities are provided by the MEDUSA hydrocode [8,9].

In any experimental set-up we collect radiation scattered from a particular volume in space
that is deKned by the beam proKle of the input scattering beam, and by the subsequent collecting
optics. A schematic of a typical experimental set-up is shown in Fig. 3. In this case the collecting
system is set-up along the axis of the plasma expansion so that it can measure the Doppler
shift in the spectrum to get a measure of the plasma velocity.

MEDUSA is a Lagrangian code, and thus for every time step for which the spectrum is to
be calculated the post-processor Krst determines which Lagrangian cells lie within this volume
of interest. Then, for each of these Lagrangian cells, the scattered intensity is weighted by a
function that takes into account the intensity distribution of the input beam (at present assumed
to be Gaussian) and the eRciency of the collecting optics as a function of space. The Thomson
spectrum from each cell is then shifted in frequency to take into account the motional Doppler
shift.

An experimental collecting system images the scattered probe beam onto the slit of a spec-
trometer. The post-processor takes into account the eRciency and Knite spectral resolution of the
spectrometer by appropriate convolution with the instrument response functions. Similarly, if the
spectra is time-resolved with a streak camera, the Knite temporal resolution of the streak-camera
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Fig. 3. Schematic diagram of a typical experimental set-up to obtain a time resolved Thomson scattered spectrum.

Fig. 4. Electron temperature, solid line, ion temperature, dashed line, and heat =ow from MEDUSA as a function
of time.

can also be taken into account by convolving the predicted time-dependent spectrum with the
instrument function of the streak camera.

3.1. Post-processor output

To illustrate the post-processor we will diagnose a MEDUSA simulation. We simulate the
hydrodynamic evolution of a 12 �m thick Al foil target irradiated by a 1 kJ, 1053 nm, 1 ns laser
pulse (100 ps rise and fall) within a 500 �m diameter focal spot. This corresponds to peak
intensities of 5 × 1014 W=cm2, and is similar to those used in experiments to be described in
Section 4.1.

In the post-processor the Thomson probe beam is perpendicular to the plasma expansion at
300 �m in front of the original target surface. The probe beam is taken to be Gaussian with
a FWHM of 20 �m and a wavelength of 263:3 nm. The radiation is assumed to be collected
with an f=10 collecting system along the direction of plasma =ow, i.e., normal to the target
surface.
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Fig. 5. Density and plasma velocity as a function of time.

Fig. 6. Simulated Thomson scattering streak image.

In Figs. 4 and 5 we show the time-dependent hydrodynamic variables predicted by MEDUSA
at the position of the centre of the probe beam 300 �m in front of the initial surface of the
target.

The corresponding simulated time-dependent Thomson scattering image from the post-
processor is shown in Fig. 6 for the wavelength range that encompasses the ion acoustic res-
onances. There are several features to note. Firstly, we see that the central frequency of the
scattered radiation is shifted due to the motional Doppler eJect, and that this velocity falls as
a function of time, consistent with the hydrodynamic simulations. Furthermore, the separation
between the two ion acoustic peaks reduces as time proceeds. This separation is related to the
electron temperature, as shown in Eq. (8). Furthermore, the ion acoustic features are clearly
asymmetric in their intensity at early times, consistent with the large values of the heat =ow at
these times. Finally, the frequency integrated intensity of the scattered radiation rises and falls
in a manner consistent with the history of the electron density. 1 Note that within this simulation

1 For this analysis we have assumed a constant intensity probe beam though the temporal shape of the probe
beam can easily be taken into account.
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Fig. 7. An experimental time-resolved Thomson scattering image after it has been calibrated in wavelength and
time, see text for details.

the combined spectral resolution of the spectrometer and streak camera is 30 nm which is the
resolution observed the experiment described in Section 4.1.

4. Data analysis

As well as using the Thomson scattering code to post-process hydrodynamic data, we have
also developed a data analysis routine that takes calibrated experimental Thomson spectra, and
automatically Knds the electron and ion temperatures, electron density, velocity, and heat =ow
that are consistent with the data. This computer program is particularly useful when applied to
a time-dependent spectrum recorded on a streak camera, as it then predicts these variables as
a function of time. In its present form, the routine analyses only the ion feature to deduce the
variables. However, the routine can also be adapted to Knd the best Kt to the electron feature.

The routine takes as its input an experimental streak camera image of the ion acoustic fea-
ture with the temporal and spectral axes, as well as an absolute intensity scale deKned. This
calibration is provided in the form of an input Kle containing the upper and lower wavelength
limits of the image, the time per pixel, and the energy necessary to register one count for a
given pixel. The input Kle also includes information about the experimental geometry, such as
the scattering and collection angles.

A calibrated image in TIFF format, see Fig. 7, is read and Klls a matrix whose indices
correspond to time and wavelength divisions. The routine then takes each time step in turn,
determining the hydrodynamic parameters consistent with the data at each time step.

The hydrodynamic parameters consistent with the data are found by an iterative method that
relies heavily on knowledge of the separation in wavelength between the two ion acoustic
peaks. That is, the experimental data is used to provide initial estimates of V , ne, Te, Ti,
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and the heat =ow, Q, as described by Eq. (10). At present the code requires as input of the
degree of ionisation, Z . Given these hydrodynamic variables, a simulated Thomson spectra is
generated, and compared with experiment. The diJerences between the location and asymmetry
of the experimental and simulated ion acoustic peaks are then used to provide revised estimates
for the hydrodynamic variables, V ′, T ′

e, T ′
i , and the heat =ow, Q′. Iteration proceeds until the

simulated location and asymmetries of the ion acoustic peaks agree with those present in the
data within user speciKed limits.

The initial guess of the electron density is provided in an input Kle rather than taken from
the data. The condition of �¿1 puts limits on values that can be used for the initial electron
density guess. For example, in experiments where the probe wavelength is 263:3 nm, as described
below, we estimate ne to be 1× 1026 m−3. As explained below, rapid iteration to a stable value
of the electron density occurs by comparison between the computed and absolute scattered
intensities.

The wavelengths of the two ion acoustic peaks is automatically determined by the code
using a maxima location routine. The locations of the peaks are labelled as �1 and �2 for
the shorter and longer wavelength peak, respectively. The wavelengths at which the two peaks
occur are symmetric about the probe wavelength in the reference frame of the plasma, and
thus the plasma expansion velocity is immediately determined. For a planar expansion with the
probe beam normal to the target and the collecting system parallel to the direction of plasma
expansion, the velocity of the expansion is calculated from Eq. (13).

V = c
(
1− �c

�0

)
;

�c =
�1 + �2

2
;

(13)

where V is the plasma expansion velocity, �0 is the wavelength of the probe beam and �c
central wavelength between the two peaks.

Once the plasma velocity has been determined from the mean wavelength of the ion acoustic
features, the routine then uses the separation between the features to estimate the electron
temperature. That is, using Eq. (8) we have for the initial estimate

Te =
mi

Z

[
2�cS�

�0(�0 + S�)

]2
;

S�=
∣∣∣∣�2 − �1

2

∣∣∣∣ :
(14)

At this stage we have no information concerning the value of the ion temperature, and thus it
is initially set equal to the electron temperature.

An initial estimate of the heat =ow is based on the degree of asymmetry in the ion acoustic
peaks. We Krst deKne an asymmetry factor, # deKned as

#=
s(�2)− s(�1)

max(s(�2); s(�1))
;
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where s(�) is the intensity at �. The estimate of the heat =ow is then given by

Q=5:79× 10−2v3eneme#; (15)

where ve is the electron thermal velocity, ne is the electron density and me is the electron mass.
These initial estimates for the plasma hydrodynamic parameters are used to simulate a Thom-

son scattered spectrum. The simulated spectrum is convolved with a Gaussian instrument func-
tion obtained from the width of the ion features. The plasma parameters for the next iteration
are found in the following manner:

• V ′=V , (the velocity of the plasma is only determined by the central wavelength of the ion
acoustic feature, and is thus completely determined by the data and initial calculations.)

• n′e is calculated by scaling the integrated intensity of the simulated scattered spectrum to
match that of the measured spectrum knowing the intensity of the probe beam.

• T ′
e is determined from the wavelength separation of the ion acoustic peaks in the simulated

spectrum, S�s. The new value of the electron temperature is then given by

T ′
e =

S�
S�s

Te: (16)

• T ′
i is found by using the full form of the ion acoustic dispersion from Eq. (14):

T ′
i =mi

(
1
k2s

[
2�cS�

�(�+S�)

]2
− TeZ=mi

1 + (k2s �2D)

)
; (17)

where the new values, n′e, and T ′
e are used to determine the Debye length.

• Q′ is determined from the previous estimate, Q, by scaling using Eq. (18),

Q′=
Q∗

Qs
Q; (18)

where Q∗ is calculated using Eq. (15) with # determined from the data and the updated
values of density, n′e, and temperature, T ′

e. Qs is calculated using Eq. (15) with n′e, T ′
e but

with #s extracted from the simulated spectrum. In this way the iteration proceeds until the
measured asymmetry, #, and the simulated value, #s, agree to within the user deKned limit.

The new values are used to generate the next simulated spectrum for comparison with the
experimental spectrum, and iteration proceeds for each time step until (|S�s−S�|) and (|#s−#|)
are within some predetermined limits set by the user.

4.1. Experimental data analysis

As an example of the use of this routine, we show in Fig. 7 a streak camera image of
the Thomson spectrum from a Al foil target irradiated by approximately 1 kJ of 1053 nm laser
energy in 1 ns at the Vulcan laser facility at the Rutherford Appleton Laboratory. A 263:3 nm
probe beam was focused to a 50 �m spot 300 �m in front of the target surface collected into
a f =10 collecting system, spectrally resolved by a 1m spectrometer using a 3600 l=mm grating
and temporally resolved with a Imacon 500UV streak camera.
The hydrodynamic variables consistent with this experimental data were computed. The sim-

ulated Thomson spectrum which provided the best Kt to the data is shown for comparison in
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Fig. 8. The simulated time-dependent Thomson spectrum to be compared with Fig. 7.

Fig. 9. A trace at t=1ns, the solid line is a trace from the simulated spectrum, Fig. 8, and the dashed line is from
the experimental data, Fig. 7.

Fig. 8. Fig. 9 is a trace taken from the data and the Kt at 1 ns to show the quality of the analy-
sis. Excellent overall agreement can be seen. The hydrodynamic parameters extracted from the
analysis are shown in Figs. 10 and 11.

5. Conclusion

In summary, we have developed a Thomson scattering post-processor that can be used in
three ways: (1) simulation for comparing simulation directly to data from experiment, (2) eval-
uating experimental designs where Thomson scattering will be used as a diagnostic, and (3)
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Fig. 10. Electron temperature, solid line, ion temperature, dashed line, and density for the simulated Kt to the
experimental streak image.

Fig. 11. Velocity for the simulated Kt to the experimental streak image.

an automated data analysis routine that can extract hydrodynamic parameters from calibrated
images. From input Kles created by the hydrodynamic code MEDUSA the post-processor is
successful in generating images in the ion-acoustic feature wavelength range that are consistent
with experimental data. The data analysis routine has been shown to be capable of extract-
ing hydrodynamic parameters recreating a spectrum that Kts the data well. Future work will
concentrate on using the post-processor for detailed analysis of experimental spectra.
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