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IR ??

anomaly matching

limits fantasies about IR!

new “generalized ’t Hooft anomaly matching” 
                  Gaiotto, Kapustin, Komargodski, Seiberg,Willett + … (2014-) 

thought anomaly matching was set in stone since ca. 1980  
“0-form” anomalies played major role in, say, “preon” models (1980’s), Seiberg duality (1990’s)
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Review Euclidean picture1
gauge theory w/ center - pure YM or QCD(adj): 1-form symmetry 



Review Euclidean picture1
gauge theory w/ center - pure YM or QCD(adj): 1-form symmetry 

parity at  (or discrete chiral): require  shift of  angleθ = π 2π θ
partition function only invariant if    integerQtop.

parity at  (or discrete chiral): 0-form symmetry θ = π



Review Euclidean picture1
gauge theory w/ center - pure YM or QCD(adj): 1-form symmetry 

parity at  (or discrete chiral): require  shift of  angleθ = π 2π θ
partition function only invariant if    integerQtop.

parity at  (or discrete chiral): 0-form symmetry θ = π

mixed anomaly:   gauge background for 1-form, observe 0-form violated

vacuum can’t be “trivially gapped” 



2 Motivation: why Hilbert space?… 
- implications very immediate, as seen in 2d

Clearly, the |P, ✓i states are also eigenstates of G with the same eigenvalue e
�iq✓. Further,

(2.14), (2.13) and (2.9) imply that under the discrete chiral symmetry Zd�
2q the |P i states

transform cyclically into each other

X2q |P, ✓i = |P + 1(mod q), ✓i , (2.15)

while (2.12) implies that they are eigenstates of the ZC
q center symmetry

Yq |P, ✓i = |P, ✓i !
�P
q e

�i✓
. (2.16)

Further, following the discussion after (2.10), the |P, ✓i states are degenerate. The action of

X2q and Yq found above, (2.15), (2.16), implies that, when acting on the |P, ✓i states,9 they

do not commute but obey the algebra

X2q Yq = !q Yq X2q (!q = e
i 2⇡q ). (2.17)

This algebra is familiar from the ’t Hooft commutation relation between Wilson and ’t Hooft

loop operators in SU(q) gauge theories [25] (the q-dimensional representation on the |P, ✓i

states, (2.15), (2.16), was also found there). Here, however, one of the operators Yq, being a

center-symmetry generator, is indeed a (lower dimensional version of a) ’t Hooft loop operator,

but the other, X2q, is not a Wilson loop but a generator of discrete chiral transformations.

The ’t Hooft algebra (2.17) implies that even though the symmetries generated by X2q

and Yq commute classically, the discrete chiral and center symmetries Zd�
2q and ZC

q do not

commute in the quantum theory but instead obey (2.17). Their noncommutativity in the

quantum theory signals the presence of the mixed ’t Hooft anomaly.10

Finally, let us argue that (2.17) implies that both symmetries are spontaneously broken.

The |P, ✓i ground states obey the cluster decomposition principle, as opposed to the |✓, ki

ground states. This is because the latter are mixed by local operators, the gauge invariant

fermion bilinear �(x) ⌘  ̄+(x) �(x). The fermion bilinear has charge �2 under the Zd�
2q

discrete chiral symmetry (2.2) and nonzero matrix elements between the |ni states:

hn
0
|�(x)|ni = �n0,n+1 C

0
e
�i 2⇡x

L , where �(x) ⌘  ̄+(x) �(x). (2.18)

The constant C
0 was computed in [11] in the Hamiltonian formalism for any L and was

shown to not vanish, including as L ! 1, where C
0
⇠ e. It is also clear that (2.18) is

consistent with the nature of the |ni states explained earlier. Using the matrix elements

(2.18) it is straightforward to show that �(x) has nonzero matrix elements between di↵erent

|✓, ki states, h✓, k + 1|�|✓, ki 6= 0, but is diagonal in the |P, ✓i basis

hP
0
, ✓|�(x)|P, ✓i = e

�i✓
!
�P
q �P,P 0C

0
, (2.19)

9A slightly more careful study of the definitions of the operators from [11] shows that the algebra (2.17)

holds in the entire Hilbert space.
10Following [5], we call the appearance of !q in (2.17) a “central extension” of the algebra of symmetry

operators, as the new element !q commutes with X2q and Yq.
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DW) between chiral-breaking vacua in the confined low-T phase (i.e. area law in the

bulk) as observed in [9], see also [10].

We find these correspondences between high-T DW physics and low-T bulk and DW physics

quite fascinating. The matching of various anomalies and the rich DW physics uncovered

make these properties worth pointing out and pursuing further.1

This paper is organized as follows. In Section 2, we study the charge-q Schwinger model,

its discrete symmetries, its ’t Hooft anomalies, and the anomaly saturation. In Section 3,

we review the DW solution in the high temperature SU(2) SYM theory and show that the

worldvolume of the DW is a charge-2 axial Schwinger model. We also discuss the anomaly

inflow and the manifestation of the anomaly on the DW. We conclude, in Section 4, by a

discussion of the generalizations to QCD(adj) with a larger number of adjoint fermions and

a proposal to study the high-T domain walls on the lattice.

2 Discrete ’t Hooft anomalies in the charge-q Schwinger model

Consider the charge-q vector massless Schwinger model with Lagrangian

L = �
1

4e2
fklf

kl + i ̄+(@� + iqA�) + + i ̄�(@+ + iqA+) � , (2.1)

where k, l = 0, 1 are spacetime indices, @± ⌘ @t ± @x, A± ⌘ At ± Ax, t and x are the two-

dimensional Minkowski space coordinates, q � 2 is an integer and e is the gauge coupling.

The spacetime metric is gkl = diag(+,�), and we further assume that space is compactified

on a circle of circumference L, with x ⌘ x+L. The fields  + ( �) are the left (right) moving

components of the Dirac fermion and  ̄± are the hermitean conjugate fields. Our notation

follows from that of [7] and, as in that reference, we impose antiperiodic boundary conditions

on  ± around the spatial circle.2

The major di↵erence of our discussion from that in [6, 7]—where the model (2.1) with

q = 1 was solved exactly in Hamiltonian language for arbitrary values of L (see also the

textbook [11] which emphasizes the eL ⌧ 1 limit)—is in the assumption that q > 1 and

in the corresponding global issues and discrete anomalies that arise.3 Understanding the

symmetry structure and anomalies of (2.1) is of interest from multiple points of view:

1. On its own, the charge-q vectorlike Schwinger model (2.1) is an interesting example that

provides an exactly solvable setting to study the manifestation of the recently discovered

mixed discrete 0-form/1-form ’t Hooft anomalies [4, 5].

1The spirit of the correspondences outlined resembles those found in the high-T DWs of pure Yang-Mills

theory at ✓ = ⇡ [5] but the dynamics here appears richer.
2We note that we could also follow [6] and take the fermions periodic, with no change in the results regarding

symmetry realizations and anomalies; also, the utility of Weyl fermion notation will become clear further below.
3We caution the reader against concluding that the value of q is irrelevant: we are considering a compact

U(1) theory with (light) dynamical charges with quantized charge q > 1. The theory can be probed with

nondynamical q = 1 charges. One can think of the latter as of very (infinitely) massive dynamical charges.
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2. Two-dimensional models closely related to (2.1) also appear within the framework of

four-dimensional gauge theories. We show in Section 3 that the axial version of the

Schwinger model (2.1) with q = 2 arises as a worldvolume theory on domain walls (DWs)

between center-symmetry breaking states in high-temperature SU(2) super-Yang-Mills

theory, i.e. Yang-Mills theory with nf = 1 adjoint Weyl fermions.

Similarly, related multi-flavor axial generalizations of (2.1) appear as worldvolume the-

ories on hot DWs in SU(2) gauge theories with nf > 1 adjoint Weyl fermions.

3. It turns out that, in all cases mentioned above, the 0-form/1-form ’t Hooft anomalies

lead to a rich structure of the DWs that is in principle amenable to lattice studies. As

opposed to the study of ✓ = ⇡ pure Yang-Mills theories, where related anomalies arise

[5, 8, 12], the sign problem does not hinder the lattice studies of these theories (in the

continuum limit [13]), at least for real values of the fermion mass (of course, here the

chiral limit will have to be approached). A proposal for such studies will be discussed

in Section 4.

2.1 Symmetries and mixed ’t Hooft anomaly

Thus armed with reasons to study the symmetries and dynamics of (2.1), we proceed to the

salient points. We begin with a discussion of the symmetries of the model (2.1). In addition

to the gauged vectorlike symmetry U(1)V , under which  ± ! e
iq↵
 ±, the model has an

anomalous global axial U(1)A symmetry:

U(1)A :  ± ! e
±i�

 ±, with anomaly free subgroup Zd�
2q :  ± ! e

±i⇡q  ± . (2.2)

Under a U(1)A transformation, the fermion measure changes by a factor of ei2q�T , where

T = 1
2⇡

R
f12d

2
x 2 Z is the integer topological charge of the gauge field; recall that we allow

probes with q = 1 and note that we temporarily adopted Euclidean notation. Thus, for

q � 2, a discrete Zd�
2q subgroup of the U(1)A axial transformations, the anomaly free discrete

chiral symmetry, survives. Under the discrete chiral symmetry  ± transform with � = 2⇡
2q ,

as also indicated on the r.h.s. of (2.2). Notice that for q = 1 there is only a fermion number

symmetry and no nontrivial chiral symmetry. The Zd�
2q symmetry (2.2) is a 0-form symmetry

as it acts on the local degrees of freedom.

A further global symmetry of the q � 2 theory is the 1-form ZC
q center symmetry. It does

not act on any local degrees of freedom, but only on line operators, as its name suggests.4 The

ZC
q 1-form center symmetry action on the Wilson loop around the spatial circle, W ⌘ e

i
H
Axdx,

is to multiply it by a Zq phase factor

ZC
q : e

i
H
Axdx ! !q e

i
H
Axdx, !q ⌘ e

i 2⇡
q . (2.3)

4This is easiest to understand on the lattice, where the global ZC
q center symmetry acts by multiplying the

unitary links representing the gauge field component in the µ̂-direction by a µ̂-dependent Zq phase factor, very

much as in (2.3). Thus, the symmetry parameter itself is a Zq valued link, or a 1-form; see [4, 14, 15] for a

variety of perspectives.
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[Anber, EP 2018, in fermion formulation]
anomaly=centrally extended algebra



2 Motivation: why Hilbert space?… 
- implications very immediate, as seen in 2d

Clearly, the |P, ✓i states are also eigenstates of G with the same eigenvalue e
�iq✓. Further,

(2.14), (2.13) and (2.9) imply that under the discrete chiral symmetry Zd�
2q the |P i states

transform cyclically into each other

X2q |P, ✓i = |P + 1(mod q), ✓i , (2.15)

while (2.12) implies that they are eigenstates of the ZC
q center symmetry

Yq |P, ✓i = |P, ✓i !
�P
q e

�i✓
. (2.16)

Further, following the discussion after (2.10), the |P, ✓i states are degenerate. The action of

X2q and Yq found above, (2.15), (2.16), implies that, when acting on the |P, ✓i states,9 they

do not commute but obey the algebra

X2q Yq = !q Yq X2q (!q = e
i 2⇡q ). (2.17)

This algebra is familiar from the ’t Hooft commutation relation between Wilson and ’t Hooft

loop operators in SU(q) gauge theories [25] (the q-dimensional representation on the |P, ✓i

states, (2.15), (2.16), was also found there). Here, however, one of the operators Yq, being a

center-symmetry generator, is indeed a (lower dimensional version of a) ’t Hooft loop operator,

but the other, X2q, is not a Wilson loop but a generator of discrete chiral transformations.

The ’t Hooft algebra (2.17) implies that even though the symmetries generated by X2q

and Yq commute classically, the discrete chiral and center symmetries Zd�
2q and ZC

q do not

commute in the quantum theory but instead obey (2.17). Their noncommutativity in the

quantum theory signals the presence of the mixed ’t Hooft anomaly.10

Finally, let us argue that (2.17) implies that both symmetries are spontaneously broken.

The |P, ✓i ground states obey the cluster decomposition principle, as opposed to the |✓, ki

ground states. This is because the latter are mixed by local operators, the gauge invariant

fermion bilinear �(x) ⌘  ̄+(x) �(x). The fermion bilinear has charge �2 under the Zd�
2q

discrete chiral symmetry (2.2) and nonzero matrix elements between the |ni states:

hn
0
|�(x)|ni = �n0,n+1 C

0
e
�i 2⇡x

L , where �(x) ⌘  ̄+(x) �(x). (2.18)

The constant C
0 was computed in [11] in the Hamiltonian formalism for any L and was

shown to not vanish, including as L ! 1, where C
0
⇠ e. It is also clear that (2.18) is

consistent with the nature of the |ni states explained earlier. Using the matrix elements

(2.18) it is straightforward to show that �(x) has nonzero matrix elements between di↵erent

|✓, ki states, h✓, k + 1|�|✓, ki 6= 0, but is diagonal in the |P, ✓i basis

hP
0
, ✓|�(x)|P, ✓i = e

�i✓
!
�P
q �P,P 0C

0
, (2.19)

9A slightly more careful study of the definitions of the operators from [11] shows that the algebra (2.17)

holds in the entire Hilbert space.
10Following [5], we call the appearance of !q in (2.17) a “central extension” of the algebra of symmetry

operators, as the new element !q commutes with X2q and Yq.
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q = 1 was solved exactly in Hamiltonian language for arbitrary values of L (see also the
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provides an exactly solvable setting to study the manifestation of the recently discovered

mixed discrete 0-form/1-form ’t Hooft anomalies [4, 5].

1The spirit of the correspondences outlined resembles those found in the high-T DWs of pure Yang-Mills

theory at ✓ = ⇡ [5] but the dynamics here appears richer.
2We note that we could also follow [6] and take the fermions periodic, with no change in the results regarding

symmetry realizations and anomalies; also, the utility of Weyl fermion notation will become clear further below.
3We caution the reader against concluding that the value of q is irrelevant: we are considering a compact

U(1) theory with (light) dynamical charges with quantized charge q > 1. The theory can be probed with

nondynamical q = 1 charges. One can think of the latter as of very (infinitely) massive dynamical charges.
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2. Two-dimensional models closely related to (2.1) also appear within the framework of

four-dimensional gauge theories. We show in Section 3 that the axial version of the

Schwinger model (2.1) with q = 2 arises as a worldvolume theory on domain walls (DWs)

between center-symmetry breaking states in high-temperature SU(2) super-Yang-Mills

theory, i.e. Yang-Mills theory with nf = 1 adjoint Weyl fermions.

Similarly, related multi-flavor axial generalizations of (2.1) appear as worldvolume the-

ories on hot DWs in SU(2) gauge theories with nf > 1 adjoint Weyl fermions.

3. It turns out that, in all cases mentioned above, the 0-form/1-form ’t Hooft anomalies

lead to a rich structure of the DWs that is in principle amenable to lattice studies. As

opposed to the study of ✓ = ⇡ pure Yang-Mills theories, where related anomalies arise

[5, 8, 12], the sign problem does not hinder the lattice studies of these theories (in the

continuum limit [13]), at least for real values of the fermion mass (of course, here the

chiral limit will have to be approached). A proposal for such studies will be discussed

in Section 4.

2.1 Symmetries and mixed ’t Hooft anomaly

Thus armed with reasons to study the symmetries and dynamics of (2.1), we proceed to the

salient points. We begin with a discussion of the symmetries of the model (2.1). In addition

to the gauged vectorlike symmetry U(1)V , under which  ± ! e
iq↵
 ±, the model has an

anomalous global axial U(1)A symmetry:

U(1)A :  ± ! e
±i�

 ±, with anomaly free subgroup Zd�
2q :  ± ! e

±i⇡q  ± . (2.2)

Under a U(1)A transformation, the fermion measure changes by a factor of ei2q�T , where

T = 1
2⇡

R
f12d

2
x 2 Z is the integer topological charge of the gauge field; recall that we allow

probes with q = 1 and note that we temporarily adopted Euclidean notation. Thus, for

q � 2, a discrete Zd�
2q subgroup of the U(1)A axial transformations, the anomaly free discrete

chiral symmetry, survives. Under the discrete chiral symmetry  ± transform with � = 2⇡
2q ,

as also indicated on the r.h.s. of (2.2). Notice that for q = 1 there is only a fermion number

symmetry and no nontrivial chiral symmetry. The Zd�
2q symmetry (2.2) is a 0-form symmetry

as it acts on the local degrees of freedom.

A further global symmetry of the q � 2 theory is the 1-form ZC
q center symmetry. It does

not act on any local degrees of freedom, but only on line operators, as its name suggests.4 The

ZC
q 1-form center symmetry action on the Wilson loop around the spatial circle, W ⌘ e

i
H
Axdx,

is to multiply it by a Zq phase factor

ZC
q : e

i
H
Axdx ! !q e

i
H
Axdx, !q ⌘ e

i 2⇡
q . (2.3)

4This is easiest to understand on the lattice, where the global ZC
q center symmetry acts by multiplying the

unitary links representing the gauge field component in the µ̂-direction by a µ̂-dependent Zq phase factor, very

much as in (2.3). Thus, the symmetry parameter itself is a Zq valued link, or a 1-form; see [4, 14, 15] for a

variety of perspectives.
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3 Gauging  on , quantization and centrally-extended algebraZ(1)
N T3

- to see extension of algebra, introduce 2-form center background on T3

A(L1, y, z) = Γ1A(0,y, z)Γ−1
1

A(x, L2, z) = Γ2A(x,0,z)Γ−1
2

A(x, y, L3) = Γ3A(x, y,0)Γ−1
3

ΓkΓl = ΓlΓkei 2π
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3 Gauging  on , quantization and centrally-extended algebraZ(1)
N T3

A(L1, y, z) = Γ1A(0,y, z)Γ−1
1

A(x, L2, z) = Γ2A(x,0,z)Γ−1
2

A(x, y, L3) = Γ3A(x, y,0)Γ−1
3

ΓkΓl = ΓlΓkei 2π
N ϵklmmm

quantization, , Gauss’ law:A0 = 0
U(L1, y, z) = Γ1U(0,y, z)Γ−1

1
U(x, L2, z) = Γ2U(x,0,z)Γ−1

2
U(x, y, L3) = Γ3U(x, y,0)Γ−1

3

As an example, consider the “clock and shift” matrices obeying WPWQ = !WQWP with
! = e2⇡i/N :

WP = ↵

0

BBBBBB@

0 1 0 . . . 0

0 1 . . .
...

. . .
...

0 1

1 . . . 0

1

CCCCCCA
, WQ = �

0

BBBBBB@

1

!

!2

. . .

!N�1

1

CCCCCCA
, (3.5)

where ↵ and � are constants that ensure detWP = detWQ = 1. Boundary conditions
with transition functions of the form �i = W qi

Q
W pi

P
then correspond to ~m = ~p⇥ ~q.

One can find (though not uniquely) suitable ~p, ~q 2 Z3 for any ~m 2 Z3, so boundary
conditions of this form will always suffice [31, 50]. From now on in this paper, make
the choice of constant ⌦i = �i. Notice that the choice of constant boundary conditions
implies A = 0 is a valid background.

2. Borrowing notation from ’t Hooft [30], construct a Hilbert space of A fields that satisfy
the chosen boundary conditions and the gauge condition A0 = 0.10 This results in the
large Hilbert space:

H = {|Ai (3.6)
|A(L1, y, z) = �1 �A(0, y, z), A(x, L2, z) = �2 �A(x, 0, z), A(x, y, L3) = �3 �A(x, y, 0)} ,

where |Ai stands for an eigenvector of the “position” operator Â(~x) |Ai = |AiA(~x).
Consider the set of gauge transformations preserving the boundary conditions (3.6)
�
U : SU(N) ! T3 (3.7)
|U(L1, y, z) = �1U(0, y, z)��1

1 , U(x, L2, z) = �2U(x, 0, z)��1
2 , U(x, y, L3) = �3U(x, y, 0)��1

3

 
.

A gauge transformation U uniquely determines an operator on the large Hilbert space
by the relation

Û |Ai = |U �Ai . (3.8)

Gauss’ law requires that the physical states | i 2 H obey Û | i = | i, i.e. are invariant
under gauge transformations U , which obey (3.7) and are homotopic to the identity.

In addition to gauge transformations homotopic to the identity, maps from T3 to G are
also characterized by their instanton number ⌫, associated11 with ⇡3(G). These “large”
gauge transformations do not leave physical states invariant but act as

H
phys.

✓
=

n
| i 2 H : Û | i = e�i✓⌫

| i , 8U
o

(3.9)

10This gauge condition may appear to not allow for non-trivial Polyakov loops; however, the Polyakov loop
will be determined by imposing temporal boundary conditions.

11An explicit example for a ⌫ = 1 map T3 ! SU(2), obeying the boundary conditions (3.7), is T
2
3 , with T3

of eqn. (3.28).
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space of fields w/ b.c.:
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space of fields w/ b.c.:

where ⌫ is the instanton number associated with the transformation U (⌫ vanishes for
the “small” gauge transformations (3.7)). H

phys.

✓
defines the physical Hilbert space,

where all vectors have definite theta angle.

3. In terms of the position,12 Âa

i
(~x), and momentum, ⇧̂a

i
(~x) = �i �

�A
a
i (~x)

, operators, the
Hamiltonian in the physical Hilbert space is

Ĥ =

Z

T3

d3x

✓
g2 tr ⇧̂i⇧̂i +

1

g2
tr B̂iB̂i

◆
, [⇧̂

a

i (~x), Â
b

j(~y)] = �i�ab�ij�
(3)

(~x�~y). (3.10)

Here B̂i =
1
2"ijkF̂jk, F̂ij is given in footnote 12, and the operators ⇧̂i(~x) and Âi(~x) obey

the boundary conditions (3.6) twisted by �j .

The perturbative expansion of the spectrum of Ĥ in a small T3 was studied in [35] (for
~m ⇠ (0, 0, 1) or (1, 1, 1)). See also [47] for nonperturbative instanton-based results that
we shall return to later. We stress that our focus here is not on calculational aspects,
which can become technically involved. Instead we focus on the representation of the
symmetries and their anomalies in Hilbert space.

4. On T3, in addition to transformations used to define the physical Hilbert space H
phys.

✓
,

one can perform transformations on the fields (here, “C ” stands for center, for reasons
explained below) that look like gauge transformations

A ! A0
= C[~k, ⌫] �A, (3.11)

with SU(N) group elements C[~k, ⌫]. They preserve the boundary conditions (3.6) but
themselves do not obey (3.7). Instead, they obey (3.7) only up to a center element:

C[~k, ⌫](L1, y, z) =ei
2⇡k1
N �1C[~k, ⌫](0, y, z)��1

1 ,

C[~k, ⌫](x, L2, z) =ei
2⇡k2
N �2C[~k, ⌫](x, 0, z)��1

2 ,

C[~k, ⌫](x, y, L3) =ei
2⇡k3
N �3C[~k, ⌫](x, y, 0)��1

3 ,

(3.12)

which guarantees that A and A0 of (3.11) obey the same boundary conditions (3.6).
Thus, C[~k, ⌫] maps states of H to states of H. The label ⌫ indicates that the instanton
number of C can be nonzero. In the literature C[~k, ⌫] with ~k 6= 0 have been often
called “improper gauge transformations” (or “central conjugations” in [51]). The modern
terminology is that (3.11) with (3.12) represent the action of global 1-form symmetries.
That this is so is clear from the fact that the only gauge invariant operators they act on
are winding Wilson loops. For example, the gauge invariant Wilson loop winding once
in xl,13

Wl ⌘ tr [Pe
�i

LlR

0
dx

l
Al

�l], (3.13)
12In this section, we use fundamental hermitean generators with trT a

T
b = �

ab
/2 and [T a

, T
b] = if

abc
T

c.
In form notation, to be used later, A = A

a
µT

a
dx

µ, F = dA+ iA ^A.
13The insertion of the transition function �l in Wl is required by invariance under (3.7).
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1-form symmetries … “improper gauge trsfs.”, “central conjugations” (Luscher)

ΓkΓl = ΓlΓkei 2π
N ϵklmmm
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, T
b] = if

abc
T

c.
In form notation, to be used later, A = A

a
µT

a
dx

µ, F = dA+ iA ^A.
13The insertion of the transition function �l in Wl is required by invariance under (3.7).
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1-form symmetries … “improper gauge trsfs.”, “central conjugations” (Luscher)

ΓkΓl = ΓlΓkei 2π
N ϵklmmm

̂Ak(x) |A⟩ = |A⟩Ak(x)

 g ∘ A ≡ g(A − id)g−1

 Ĉ[ ⃗k , ν] |A⟩ = |C[ ⃗k , ν] ∘ A⟩functions  define operators:  C[ ⃗k , ν]

introduce some notation:



3 Gauging  on , quantization and centrally-extended algebraZ(1)
N T3

A(L1, y, z) = Γ1A(0,y, z)Γ−1
1

A(x, L2, z) = Γ2A(x,0,z)Γ−1
2

A(x, y, L3) = Γ3A(x, y,0)Γ−1
3

quantization, , Gauss’ law:A0 = 0
U(L1, y, z) = Γ1U(0,y, z)Γ−1

1
U(x, L2, z) = Γ2U(x,0,z)Γ−1

2
U(x, y, L3) = Γ3U(x, y,0)Γ−1

3

As an example, consider the “clock and shift” matrices obeying WPWQ = !WQWP with
! = e2⇡i/N :

WP = ↵

0

BBBBBB@

0 1 0 . . . 0

0 1 . . .
...

. . .
...

0 1

1 . . . 0

1

CCCCCCA
, WQ = �

0

BBBBBB@

1

!

!2

. . .

!N�1

1

CCCCCCA
, (3.5)

where ↵ and � are constants that ensure detWP = detWQ = 1. Boundary conditions
with transition functions of the form �i = W qi

Q
W pi

P
then correspond to ~m = ~p⇥ ~q.

One can find (though not uniquely) suitable ~p, ~q 2 Z3 for any ~m 2 Z3, so boundary
conditions of this form will always suffice [31, 50]. From now on in this paper, make
the choice of constant ⌦i = �i. Notice that the choice of constant boundary conditions
implies A = 0 is a valid background.

2. Borrowing notation from ’t Hooft [30], construct a Hilbert space of A fields that satisfy
the chosen boundary conditions and the gauge condition A0 = 0.10 This results in the
large Hilbert space:

H = {|Ai (3.6)
|A(L1, y, z) = �1 �A(0, y, z), A(x, L2, z) = �2 �A(x, 0, z), A(x, y, L3) = �3 �A(x, y, 0)} ,

where |Ai stands for an eigenvector of the “position” operator Â(~x) |Ai = |AiA(~x).
Consider the set of gauge transformations preserving the boundary conditions (3.6)
�
U : SU(N) ! T3 (3.7)
|U(L1, y, z) = �1U(0, y, z)��1

1 , U(x, L2, z) = �2U(x, 0, z)��1
2 , U(x, y, L3) = �3U(x, y, 0)��1

3

 
.

A gauge transformation U uniquely determines an operator on the large Hilbert space
by the relation

Û |Ai = |U �Ai . (3.8)

Gauss’ law requires that the physical states | i 2 H obey Û | i = | i, i.e. are invariant
under gauge transformations U , which obey (3.7) and are homotopic to the identity.

In addition to gauge transformations homotopic to the identity, maps from T3 to G are
also characterized by their instanton number ⌫, associated11 with ⇡3(G). These “large”
gauge transformations do not leave physical states invariant but act as

H
phys.

✓
=

n
| i 2 H : Û | i = e�i✓⌫

| i , 8U
o

(3.9)

10This gauge condition may appear to not allow for non-trivial Polyakov loops; however, the Polyakov loop
will be determined by imposing temporal boundary conditions.

11An explicit example for a ⌫ = 1 map T3 ! SU(2), obeying the boundary conditions (3.7), is T
2
3 , with T3

of eqn. (3.28).
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space of fields w/ b.c.:

where ⌫ is the instanton number associated with the transformation U (⌫ vanishes for
the “small” gauge transformations (3.7)). H

phys.

✓
defines the physical Hilbert space,

where all vectors have definite theta angle.

3. In terms of the position,12 Âa

i
(~x), and momentum, ⇧̂a

i
(~x) = �i �

�A
a
i (~x)

, operators, the
Hamiltonian in the physical Hilbert space is

Ĥ =

Z

T3

d3x

✓
g2 tr ⇧̂i⇧̂i +

1

g2
tr B̂iB̂i

◆
, [⇧̂

a

i (~x), Â
b

j(~y)] = �i�ab�ij�
(3)

(~x�~y). (3.10)

Here B̂i =
1
2"ijkF̂jk, F̂ij is given in footnote 12, and the operators ⇧̂i(~x) and Âi(~x) obey

the boundary conditions (3.6) twisted by �j .

The perturbative expansion of the spectrum of Ĥ in a small T3 was studied in [35] (for
~m ⇠ (0, 0, 1) or (1, 1, 1)). See also [47] for nonperturbative instanton-based results that
we shall return to later. We stress that our focus here is not on calculational aspects,
which can become technically involved. Instead we focus on the representation of the
symmetries and their anomalies in Hilbert space.

4. On T3, in addition to transformations used to define the physical Hilbert space H
phys.

✓
,

one can perform transformations on the fields (here, “C ” stands for center, for reasons
explained below) that look like gauge transformations

A ! A0
= C[~k, ⌫] �A, (3.11)

with SU(N) group elements C[~k, ⌫]. They preserve the boundary conditions (3.6) but
themselves do not obey (3.7). Instead, they obey (3.7) only up to a center element:

C[~k, ⌫](L1, y, z) =ei
2⇡k1
N �1C[~k, ⌫](0, y, z)��1

1 ,

C[~k, ⌫](x, L2, z) =ei
2⇡k2
N �2C[~k, ⌫](x, 0, z)��1

2 ,

C[~k, ⌫](x, y, L3) =ei
2⇡k3
N �3C[~k, ⌫](x, y, 0)��1

3 ,

(3.12)

which guarantees that A and A0 of (3.11) obey the same boundary conditions (3.6).
Thus, C[~k, ⌫] maps states of H to states of H. The label ⌫ indicates that the instanton
number of C can be nonzero. In the literature C[~k, ⌫] with ~k 6= 0 have been often
called “improper gauge transformations” (or “central conjugations” in [51]). The modern
terminology is that (3.11) with (3.12) represent the action of global 1-form symmetries.
That this is so is clear from the fact that the only gauge invariant operators they act on
are winding Wilson loops. For example, the gauge invariant Wilson loop winding once
in xl,13

Wl ⌘ tr [Pe
�i

LlR

0
dx

l
Al

�l], (3.13)
12In this section, we use fundamental hermitean generators with trT a

T
b = �

ab
/2 and [T a

, T
b] = if

abc
T

c.
In form notation, to be used later, A = A

a
µT

a
dx

µ, F = dA+ iA ^A.
13The insertion of the transition function �l in Wl is required by invariance under (3.7).
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1-form symmetries … “improper gauge trsfs.”, “central conjugations” (Luscher)

 generate global symmetries: act on Wilson loops in i-th direction̂Ti

is multiplied by ei2⇡kl/N upon the action of C[~k, ⌫].

For the discussion that follows, it will be useful to define the three generators of the
1-form center symmetry, T̂i, by their action on vectors in H as follows:

T̂1 |Ai = |C[(1, 0, 0), 0] �Ai

T̂2 |Ai = |C[(0, 1, 0), 0] �Ai

T̂3 |Ai = |C[(0, 0, 1), 0] �Ai ,

(3.14)

where (1, 0, 0), etc., denote the components of ~k. The above definition is somewhat
open-ended as the C[~k, 0] used to define T̂i can be multiplied by any small gauge trans-
formation and still satisfy (3.12). Moreover, the operators T̂i must map physical states
to physical states. Note however, that for any gauge transformation U , the transforma-
tion U 0

= T †
i
UTi satisfies the conditions of (3.7) and hence is a gauge transformation.

Thus, for any physical states | i and any gauge transformation U we have

ÛTi | i = T̂iÛ
0
| i = e�i✓⌫ T̂i | i . (3.15)

This demonstrates that T̂i map physical states to physical states and that they are well
defined on physical states.

Before we continue, we comment on the relation to the modern understanding of p-form
symmetries in d spacetime dimensions. These symmetries are represented by topological
operators defined on codimension-(p+1) surfaces in spacetime [4]. While this property
is not immediately obvious from (3.14), we note that one can, instead, use canonical
momenta and coordinates to define the unitary operator T̂i by an exponential of an
integral of an operator over a 2-surface in R3. We will not need such a definition here,14

as (3.14) suffices for our purposes.

5. When the spatial boundary conditions are twisted by a nonzero ~m, the operators T̂i,
and the related15 Ĉ[~k, ⌫] have fractional winding number T3

! G [30]. The winding
number is familiar from Skyrmion physics

Q[C] =
1

24⇡2

Z

T3
tr (CdC�1

)
3 . (3.16)

and its fractional nature in the ~m 6= 0 background can be explicitly demonstrated as
follows. Consider the topological charge on the Euclidean T4,

Q =
1

8⇡2

Z
trF ^ F =

1

64⇡2

Z
d4xF a

µ⌫F
a

��
✏µ⌫�� =

Z
d4x@µK

µ , (3.17)

14An analogous definition can be explicitly seen in the 2d Schwinger model, where the 1-form symmetry
is generated by a local operator, as in e.g. [14], or using the Kogut-Susskind lattice Hamiltonian [52]. For a
related continuum discussion, see also [53] and the appendix of [54].

15The operators Ĉ are defined analogously to (3.14) by their action on |Ai via the functions C[~k, ⌫], as in
(3.11).
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ΓkΓl = ΓlΓkei 2π
N ϵklmmm



3 Gauging  on , quantization and centrally-extended algebraZ(1)
N T3

is multiplied by ei2⇡kl/N upon the action of C[~k, ⌫].

For the discussion that follows, it will be useful to define the three generators of the
1-form center symmetry, T̂i, by their action on vectors in H as follows:

T̂1 |Ai = |C[(1, 0, 0), 0] �Ai

T̂2 |Ai = |C[(0, 1, 0), 0] �Ai

T̂3 |Ai = |C[(0, 0, 1), 0] �Ai ,

(3.14)

where (1, 0, 0), etc., denote the components of ~k. The above definition is somewhat
open-ended as the C[~k, 0] used to define T̂i can be multiplied by any small gauge trans-
formation and still satisfy (3.12). Moreover, the operators T̂i must map physical states
to physical states. Note however, that for any gauge transformation U , the transforma-
tion U 0

= T †
i
UTi satisfies the conditions of (3.7) and hence is a gauge transformation.

Thus, for any physical states | i and any gauge transformation U we have

ÛTi | i = T̂iÛ
0
| i = e�i✓⌫ T̂i | i . (3.15)

This demonstrates that T̂i map physical states to physical states and that they are well
defined on physical states.

Before we continue, we comment on the relation to the modern understanding of p-form
symmetries in d spacetime dimensions. These symmetries are represented by topological
operators defined on codimension-(p+1) surfaces in spacetime [4]. While this property
is not immediately obvious from (3.14), we note that one can, instead, use canonical
momenta and coordinates to define the unitary operator T̂i by an exponential of an
integral of an operator over a 2-surface in R3. We will not need such a definition here,14

as (3.14) suffices for our purposes.

5. When the spatial boundary conditions are twisted by a nonzero ~m, the operators T̂i,
and the related15 Ĉ[~k, ⌫] have fractional winding number T3

! G [30]. The winding
number is familiar from Skyrmion physics

Q[C] =
1

24⇡2

Z

T3
tr (CdC�1

)
3 . (3.16)

and its fractional nature in the ~m 6= 0 background can be explicitly demonstrated as
follows. Consider the topological charge on the Euclidean T4,

Q =
1

8⇡2

Z
trF ^ F =

1

64⇡2

Z
d4xF a

µ⌫F
a

��
✏µ⌫�� =

Z
d4x@µK

µ , (3.17)

14An analogous definition can be explicitly seen in the 2d Schwinger model, where the 1-form symmetry
is generated by a local operator, as in e.g. [14], or using the Kogut-Susskind lattice Hamiltonian [52]. For a
related continuum discussion, see also [53] and the appendix of [54].

15The operators Ĉ are defined analogously to (3.14) by their action on |Ai via the functions C[~k, ⌫], as in
(3.11).
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̂Ti
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3 Gauging  on , quantization and centrally-extended algebraZ(1)
N T3

is multiplied by ei2⇡kl/N upon the action of C[~k, ⌫].

For the discussion that follows, it will be useful to define the three generators of the
1-form center symmetry, T̂i, by their action on vectors in H as follows:

T̂1 |Ai = |C[(1, 0, 0), 0] �Ai

T̂2 |Ai = |C[(0, 1, 0), 0] �Ai

T̂3 |Ai = |C[(0, 0, 1), 0] �Ai ,

(3.14)

where (1, 0, 0), etc., denote the components of ~k. The above definition is somewhat
open-ended as the C[~k, 0] used to define T̂i can be multiplied by any small gauge trans-
formation and still satisfy (3.12). Moreover, the operators T̂i must map physical states
to physical states. Note however, that for any gauge transformation U , the transforma-
tion U 0

= T †
i
UTi satisfies the conditions of (3.7) and hence is a gauge transformation.

Thus, for any physical states | i and any gauge transformation U we have

ÛTi | i = T̂iÛ
0
| i = e�i✓⌫ T̂i | i . (3.15)

This demonstrates that T̂i map physical states to physical states and that they are well
defined on physical states.

Before we continue, we comment on the relation to the modern understanding of p-form
symmetries in d spacetime dimensions. These symmetries are represented by topological
operators defined on codimension-(p+1) surfaces in spacetime [4]. While this property
is not immediately obvious from (3.14), we note that one can, instead, use canonical
momenta and coordinates to define the unitary operator T̂i by an exponential of an
integral of an operator over a 2-surface in R3. We will not need such a definition here,14

as (3.14) suffices for our purposes.

5. When the spatial boundary conditions are twisted by a nonzero ~m, the operators T̂i,
and the related15 Ĉ[~k, ⌫] have fractional winding number T3

! G [30]. The winding
number is familiar from Skyrmion physics

Q[C] =
1

24⇡2

Z

T3
tr (CdC�1

)
3 . (3.16)

and its fractional nature in the ~m 6= 0 background can be explicitly demonstrated as
follows. Consider the topological charge on the Euclidean T4,

Q =
1

8⇡2

Z
trF ^ F =

1

64⇡2

Z
d4xF a

µ⌫F
a

��
✏µ⌫�� =

Z
d4x@µK

µ , (3.17)

14An analogous definition can be explicitly seen in the 2d Schwinger model, where the 1-form symmetry
is generated by a local operator, as in e.g. [14], or using the Kogut-Susskind lattice Hamiltonian [52]. For a
related continuum discussion, see also [53] and the appendix of [54].

15The operators Ĉ are defined analogously to (3.14) by their action on |Ai via the functions C[~k, ⌫], as in
(3.11).
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 generate global symmetries: 
act by  on Wilson loops wound in 

̂Ti
ZN xi

 , (or their C’s) when , have fractional  winding number̂Ti ⃗m ≠ 0 T3 → SU(N)

is multiplied by ei2⇡kl/N upon the action of C[~k, ⌫].

For the discussion that follows, it will be useful to define the three generators of the
1-form center symmetry, T̂i, by their action on vectors in H as follows:

T̂1 |Ai = |C[(1, 0, 0), 0] �Ai

T̂2 |Ai = |C[(0, 1, 0), 0] �Ai

T̂3 |Ai = |C[(0, 0, 1), 0] �Ai ,

(3.14)

where (1, 0, 0), etc., denote the components of ~k. The above definition is somewhat
open-ended as the C[~k, 0] used to define T̂i can be multiplied by any small gauge trans-
formation and still satisfy (3.12). Moreover, the operators T̂i must map physical states
to physical states. Note however, that for any gauge transformation U , the transforma-
tion U 0

= T †
i
UTi satisfies the conditions of (3.7) and hence is a gauge transformation.

Thus, for any physical states | i and any gauge transformation U we have

ÛTi | i = T̂iÛ
0
| i = e�i✓⌫ T̂i | i . (3.15)

This demonstrates that T̂i map physical states to physical states and that they are well
defined on physical states.

Before we continue, we comment on the relation to the modern understanding of p-form
symmetries in d spacetime dimensions. These symmetries are represented by topological
operators defined on codimension-(p+1) surfaces in spacetime [4]. While this property
is not immediately obvious from (3.14), we note that one can, instead, use canonical
momenta and coordinates to define the unitary operator T̂i by an exponential of an
integral of an operator over a 2-surface in R3. We will not need such a definition here,14

as (3.14) suffices for our purposes.

5. When the spatial boundary conditions are twisted by a nonzero ~m, the operators T̂i,
and the related15 Ĉ[~k, ⌫] have fractional winding number T3

! G [30]. The winding
number is familiar from Skyrmion physics

Q[C] =
1

24⇡2

Z

T3
tr (CdC�1

)
3 . (3.16)

and its fractional nature in the ~m 6= 0 background can be explicitly demonstrated as
follows. Consider the topological charge on the Euclidean T4,

Q =
1

8⇡2

Z
trF ^ F =

1

64⇡2

Z
d4xF a

µ⌫F
a

��
✏µ⌫�� =

Z
d4x@µK

µ , (3.17)

14An analogous definition can be explicitly seen in the 2d Schwinger model, where the 1-form symmetry
is generated by a local operator, as in e.g. [14], or using the Kogut-Susskind lattice Hamiltonian [52]. For a
related continuum discussion, see also [53] and the appendix of [54].

15The operators Ĉ are defined analogously to (3.14) by their action on |Ai via the functions C[~k, ⌫], as in
(3.11).
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where we defined Kµ
=

1
16⇡2 ✏µ⌫��

�
Aa

⌫@�A
a
� �

1
3f

abcAa
⌫A

b

�
Ac

�

�
.16 Using Stoke’s theorem,

and assuming that the background A obeys, on the spatial T3, boundary conditions
given by our choice of constant transition functions �i, we can simplify the topological
charge to

Q =

Z

T3
K0

⇣
A
��
x0=L0

⌘
�K0

�
A
��
x0=0

�
, K0(A) ⌘

1

8⇡2
tr (A^F �

i

3
A^A^A), (3.18)

Here 2⇡K0(A) is the Chern-Simons form, normalized to shift by 2⇡ under gauge trans-
formations with unit T3

! G winding number (see (3.19) below). Now consider a gauge
field A on T4, obeying the spatial boundary conditions (3.6), and a time-direction twist
by C, A

��
x0=L0

= C[~k, ⌫] � A
��
x0=0

and observe that its topological charge (3.18) equals
the winding number (3.16) of C:

Q[C] =

Z

T3
K0 (C �A)�K0 (A)

=
1

24⇡2

Z

T3
tr (CdC�1

)
3
+

1

8⇡2

Z

T3
d tr (iA dC�1C) =

1

24⇡2

Z

T3
tr (CdC�1

)
3 .

(3.19)

The boundary term in the second line of (3.19) vanishes owing to the boundary condi-
tions (3.6, 3.12) and the fact that the transition functions �i are constant.

In words, we found that the winding number (3.16) of the map C[~k, ⌫] : T3
! G is, by

reversing the chain from (3.19) to (3.17), equivalent to the topological charge of a field
configuration A on T4, twisted by C in the time direction and by �i in space. Thus,
the T4 transition functions of this field configuration are ⌦µ = (C,�1,�2,�3). We now
notice that owing to the properties of C[~k, ⌫], the integers ~k play the role of twists ni0

in the time direction.17 As the topological charge depends only on the twists nµ⌫ and
the usual integer instanton number, ⌫, we can use the result from [30, 31] (or consult
appx. B) to find the winding number (3.16):

Q[C[~k, ⌫]] = �
1

N
Pf(n) + ⌫ =

~m · ~k

N
+ ⌫ (3.20)

The preceding argument is especially helpful to find the fractional part of Q, as it
determined solely by the twists nµ⌫ . An explicit expression for C[~k, ⌫](x, y, z) (up to
small gauge transformations) would allow us to directly calculate (3.19) and yield both
the fractional and integer parts, see also [49].18

16For completeness, we defined f
abc the usual way, see footnote 12.

17For example, use (3.12) to find C(x1 = L1, y, z)�1 = �1C(x1 = 0, y, z)e�i2⇡k1/N . Comparing with (3.1),
we conclude n01 = �k1, as per (3.2).

18A concrete example might be useful. Consider the Q = 1/2 map T3 ! SU(2), explicitly defined by T3(~x)

in (3.28) below. T3(~x) obeys the boundary conditions (3.12) with ~m = (0, 0, 1) and ~k = (0, 0, 1). Clearly, T3

and (T3)
3 have the same nµ⌫ , but the latter has Q = 3/2.
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=…=

6. In what follows, it suffices to work with the operators generating the Z(1)
N

center sym-
metry, T̂l, l = 1, 2, 3, from (3.14), which, from the discussion above, we define to have

Q[Tl] =
ml

N
. (3.21)

For simplicity, we further assume that ml and N are co-prime, so that ei2⇡Q[Tl] is of
order N , i.e. N is the smallest power of T̂l with an integer topological charge, so that
Q[TN

l
] = ml. Let | i denote a state in the physical Hilbert space H

phys.

✓
which is an

eigenstate of T̂l. From the above, we have that T̂N represents a gauge transformation
of unit instanton number, thus T̂N

l
| i = | i e�i✓ml . Then, it must be that

T̂l | i = | i ei
2⇡
N el�i✓

ml
N = | i ei

2⇡
N (el� ✓

2⇡ml) , l = 1, 2, 3. (3.22)

Here, el is a (mod N) integer called ZN “electric flux.”19 The name is justified with
the following reasoning [33]: consider a state Ŵl | i, obtained from | i by the action
of a fundamental Wilson loop (3.13) winding once in the xl direction. Then, using
T̂lŴlT̂

�1
l

= ei
2⇡
N Ŵl and (3.22), it follows that T̂lŴl | i = Ŵl | i e

i
2⇡
N (el+1)�i✓

ml
N , i.e.

acting with Ŵl on the state | i increases el by one unit. Since Ŵl inserts an electric
flux tube winding in the xl direction, the interpretation of el as electric flux follows.
Thus, T̂l measures the amount of ZN electric flux carried by a given state. Electric flux
free energies are used as order parameters for confinement, see [29].

As T̂l commute with the Hamiltonian (3.10), they can be simultaneously diagonalized.
Thus, all energy eigenstates on T3 are labelled by three integers, ~e, the (ZN )

3 discrete
electric fluxes. As already mentioned, electric flux energies have been studied analyti-
cally, for small T3, in the “femto-universe” framework, or for “large” volumes Li � ⇤

�1

via numerical simulations. Beginning with Lüsher’s work [51], which took ~m = 0, this
has been explored for various choices of ~m, see the review [47].

3.1.3 An important commutation relation

Now we have all the information to begin discussing the mixed 0-form/1-form anomaly. Define
the operator

V̂↵[Â] = ei↵
R
T3 K0(Â), (3.23)

where K0 is given in (3.18). From (3.19), we know that
R
T3 K0 shifts by an integer ⌫ under

large gauge transformations with instanton number ⌫. Also, recall that, for any | i in H
phys.

✓

of (3.9), under a gauge transformation with instanton number ⌫, we have Û⌫ | i = | i e�i✓⌫ ,
hence Û⌫(V̂↵ | i) = (V̂↵ | i)e�i(✓�↵)⌫ . Thus, the operator V̂↵ shifts the ✓ angle by �↵.

19We stress again that we are working in the theory with fixed ~m, so the label ~m is implicit in | i.
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we define   s.t.̂Ti

=…= the instanton number 
of a 4d field configuration twisted by

 in space and  in time… 
fractional part only dependent
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3 Gauging  on , quantization and centrally-extended algebraZ(1)
N T3

is multiplied by ei2⇡kl/N upon the action of C[~k, ⌫].

For the discussion that follows, it will be useful to define the three generators of the
1-form center symmetry, T̂i, by their action on vectors in H as follows:

T̂1 |Ai = |C[(1, 0, 0), 0] �Ai

T̂2 |Ai = |C[(0, 1, 0), 0] �Ai

T̂3 |Ai = |C[(0, 0, 1), 0] �Ai ,

(3.14)

where (1, 0, 0), etc., denote the components of ~k. The above definition is somewhat
open-ended as the C[~k, 0] used to define T̂i can be multiplied by any small gauge trans-
formation and still satisfy (3.12). Moreover, the operators T̂i must map physical states
to physical states. Note however, that for any gauge transformation U , the transforma-
tion U 0

= T †
i
UTi satisfies the conditions of (3.7) and hence is a gauge transformation.

Thus, for any physical states | i and any gauge transformation U we have

ÛTi | i = T̂iÛ
0
| i = e�i✓⌫ T̂i | i . (3.15)

This demonstrates that T̂i map physical states to physical states and that they are well
defined on physical states.

Before we continue, we comment on the relation to the modern understanding of p-form
symmetries in d spacetime dimensions. These symmetries are represented by topological
operators defined on codimension-(p+1) surfaces in spacetime [4]. While this property
is not immediately obvious from (3.14), we note that one can, instead, use canonical
momenta and coordinates to define the unitary operator T̂i by an exponential of an
integral of an operator over a 2-surface in R3. We will not need such a definition here,14

as (3.14) suffices for our purposes.

5. When the spatial boundary conditions are twisted by a nonzero ~m, the operators T̂i,
and the related15 Ĉ[~k, ⌫] have fractional winding number T3

! G [30]. The winding
number is familiar from Skyrmion physics

Q[C] =
1

24⇡2

Z

T3
tr (CdC�1

)
3 . (3.16)

and its fractional nature in the ~m 6= 0 background can be explicitly demonstrated as
follows. Consider the topological charge on the Euclidean T4,

Q =
1

8⇡2

Z
trF ^ F =

1

64⇡2

Z
d4xF a

µ⌫F
a

��
✏µ⌫�� =

Z
d4x@µK

µ , (3.17)

14An analogous definition can be explicitly seen in the 2d Schwinger model, where the 1-form symmetry
is generated by a local operator, as in e.g. [14], or using the Kogut-Susskind lattice Hamiltonian [52]. For a
related continuum discussion, see also [53] and the appendix of [54].

15The operators Ĉ are defined analogously to (3.14) by their action on |Ai via the functions C[~k, ⌫], as in
(3.11).
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�
.16 Using Stoke’s theorem,

and assuming that the background A obeys, on the spatial T3, boundary conditions
given by our choice of constant transition functions �i, we can simplify the topological
charge to

Q =

Z

T3
K0

⇣
A
��
x0=L0

⌘
�K0

�
A
��
x0=0

�
, K0(A) ⌘

1

8⇡2
tr (A^F �

i

3
A^A^A), (3.18)

Here 2⇡K0(A) is the Chern-Simons form, normalized to shift by 2⇡ under gauge trans-
formations with unit T3

! G winding number (see (3.19) below). Now consider a gauge
field A on T4, obeying the spatial boundary conditions (3.6), and a time-direction twist
by C, A

��
x0=L0

= C[~k, ⌫] � A
��
x0=0

and observe that its topological charge (3.18) equals
the winding number (3.16) of C:

Q[C] =

Z

T3
K0 (C �A)�K0 (A)

=
1

24⇡2

Z

T3
tr (CdC�1

)
3
+

1

8⇡2

Z

T3
d tr (iA dC�1C) =

1

24⇡2

Z

T3
tr (CdC�1

)
3 .

(3.19)

The boundary term in the second line of (3.19) vanishes owing to the boundary condi-
tions (3.6, 3.12) and the fact that the transition functions �i are constant.

In words, we found that the winding number (3.16) of the map C[~k, ⌫] : T3
! G is, by

reversing the chain from (3.19) to (3.17), equivalent to the topological charge of a field
configuration A on T4, twisted by C in the time direction and by �i in space. Thus,
the T4 transition functions of this field configuration are ⌦µ = (C,�1,�2,�3). We now
notice that owing to the properties of C[~k, ⌫], the integers ~k play the role of twists ni0

in the time direction.17 As the topological charge depends only on the twists nµ⌫ and
the usual integer instanton number, ⌫, we can use the result from [30, 31] (or consult
appx. B) to find the winding number (3.16):

Q[C[~k, ⌫]] = �
1

N
Pf(n) + ⌫ =

~m · ~k

N
+ ⌫ (3.20)

The preceding argument is especially helpful to find the fractional part of Q, as it
determined solely by the twists nµ⌫ . An explicit expression for C[~k, ⌫](x, y, z) (up to
small gauge transformations) would allow us to directly calculate (3.19) and yield both
the fractional and integer parts, see also [49].18

16For completeness, we defined f
abc the usual way, see footnote 12.

17For example, use (3.12) to find C(x1 = L1, y, z)�1 = �1C(x1 = 0, y, z)e�i2⇡k1/N . Comparing with (3.1),
we conclude n01 = �k1, as per (3.2).

18A concrete example might be useful. Consider the Q = 1/2 map T3 ! SU(2), explicitly defined by T3(~x)

in (3.28) below. T3(~x) obeys the boundary conditions (3.12) with ~m = (0, 0, 1) and ~k = (0, 0, 1). Clearly, T3

and (T3)
3 have the same nµ⌫ , but the latter has Q = 3/2.
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The boundary term in the second line of (3.19) vanishes owing to the boundary condi-
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The preceding argument is especially helpful to find the fractional part of Q, as it
determined solely by the twists nµ⌫ . An explicit expression for C[~k, ⌫](x, y, z) (up to
small gauge transformations) would allow us to directly calculate (3.19) and yield both
the fractional and integer parts, see also [49].18

16For completeness, we defined f
abc the usual way, see footnote 12.

17For example, use (3.12) to find C(x1 = L1, y, z)�1 = �1C(x1 = 0, y, z)e�i2⇡k1/N . Comparing with (3.1),
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is multiplied by ei2⇡kl/N upon the action of C[~k, ⌫].

For the discussion that follows, it will be useful to define the three generators of the
1-form center symmetry, T̂i, by their action on vectors in H as follows:

T̂1 |Ai = |C[(1, 0, 0), 0] �Ai

T̂2 |Ai = |C[(0, 1, 0), 0] �Ai

T̂3 |Ai = |C[(0, 0, 1), 0] �Ai ,

(3.14)

where (1, 0, 0), etc., denote the components of ~k. The above definition is somewhat
open-ended as the C[~k, 0] used to define T̂i can be multiplied by any small gauge trans-
formation and still satisfy (3.12). Moreover, the operators T̂i must map physical states
to physical states. Note however, that for any gauge transformation U , the transforma-
tion U 0

= T †
i
UTi satisfies the conditions of (3.7) and hence is a gauge transformation.

Thus, for any physical states | i and any gauge transformation U we have

ÛTi | i = T̂iÛ
0
| i = e�i✓⌫ T̂i | i . (3.15)

This demonstrates that T̂i map physical states to physical states and that they are well
defined on physical states.

Before we continue, we comment on the relation to the modern understanding of p-form
symmetries in d spacetime dimensions. These symmetries are represented by topological
operators defined on codimension-(p+1) surfaces in spacetime [4]. While this property
is not immediately obvious from (3.14), we note that one can, instead, use canonical
momenta and coordinates to define the unitary operator T̂i by an exponential of an
integral of an operator over a 2-surface in R3. We will not need such a definition here,14

as (3.14) suffices for our purposes.

5. When the spatial boundary conditions are twisted by a nonzero ~m, the operators T̂i,
and the related15 Ĉ[~k, ⌫] have fractional winding number T3

! G [30]. The winding
number is familiar from Skyrmion physics

Q[C] =
1

24⇡2

Z

T3
tr (CdC�1

)
3 . (3.16)

and its fractional nature in the ~m 6= 0 background can be explicitly demonstrated as
follows. Consider the topological charge on the Euclidean T4,

Q =
1
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Z
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1

64⇡2

Z
d4xF a

µ⌫F
a

��
✏µ⌫�� =

Z
d4x@µK

µ , (3.17)

14An analogous definition can be explicitly seen in the 2d Schwinger model, where the 1-form symmetry
is generated by a local operator, as in e.g. [14], or using the Kogut-Susskind lattice Hamiltonian [52]. For a
related continuum discussion, see also [53] and the appendix of [54].

15The operators Ĉ are defined analogously to (3.14) by their action on |Ai via the functions C[~k, ⌫], as in
(3.11).
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is not immediately obvious from (3.14), we note that one can, instead, use canonical
momenta and coordinates to define the unitary operator T̂i by an exponential of an
integral of an operator over a 2-surface in R3. We will not need such a definition here,14
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14An analogous definition can be explicitly seen in the 2d Schwinger model, where the 1-form symmetry
is generated by a local operator, as in e.g. [14], or using the Kogut-Susskind lattice Hamiltonian [52]. For a
related continuum discussion, see also [53] and the appendix of [54].

15The operators Ĉ are defined analogously to (3.14) by their action on |Ai via the functions C[~k, ⌫], as in
(3.11).
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15The operators Ĉ are defined analogously to (3.14) by their action on |Ai via the functions C[~k, ⌫], as in
(3.11).

– 10 –

where we defined Kµ
=

1
16⇡2 ✏µ⌫��

�
Aa

⌫@�A
a
� �

1
3f

abcAa
⌫A

b

�
Ac

�

�
.16 Using Stoke’s theorem,

and assuming that the background A obeys, on the spatial T3, boundary conditions
given by our choice of constant transition functions �i, we can simplify the topological
charge to

Q =

Z

T3
K0

⇣
A
��
x0=L0

⌘
�K0

�
A
��
x0=0

�
, K0(A) ⌘

1

8⇡2
tr (A^F �

i

3
A^A^A), (3.18)

Here 2⇡K0(A) is the Chern-Simons form, normalized to shift by 2⇡ under gauge trans-
formations with unit T3

! G winding number (see (3.19) below). Now consider a gauge
field A on T4, obeying the spatial boundary conditions (3.6), and a time-direction twist
by C, A

��
x0=L0

= C[~k, ⌫] � A
��
x0=0

and observe that its topological charge (3.18) equals
the winding number (3.16) of C:

Q[C] =

Z

T3
K0 (C �A)�K0 (A)

=
1

24⇡2

Z

T3
tr (CdC�1

)
3
+

1

8⇡2

Z

T3
d tr (iA dC�1C) =

1

24⇡2

Z

T3
tr (CdC�1

)
3 .

(3.19)

The boundary term in the second line of (3.19) vanishes owing to the boundary condi-
tions (3.6, 3.12) and the fact that the transition functions �i are constant.

In words, we found that the winding number (3.16) of the map C[~k, ⌫] : T3
! G is, by

reversing the chain from (3.19) to (3.17), equivalent to the topological charge of a field
configuration A on T4, twisted by C in the time direction and by �i in space. Thus,
the T4 transition functions of this field configuration are ⌦µ = (C,�1,�2,�3). We now
notice that owing to the properties of C[~k, ⌫], the integers ~k play the role of twists ni0

in the time direction.17 As the topological charge depends only on the twists nµ⌫ and
the usual integer instanton number, ⌫, we can use the result from [30, 31] (or consult
appx. B) to find the winding number (3.16):

Q[C[~k, ⌫]] = �
1

N
Pf(n) + ⌫ =

~m · ~k

N
+ ⌫ (3.20)

The preceding argument is especially helpful to find the fractional part of Q, as it
determined solely by the twists nµ⌫ . An explicit expression for C[~k, ⌫](x, y, z) (up to
small gauge transformations) would allow us to directly calculate (3.19) and yield both
the fractional and integer parts, see also [49].18

16For completeness, we defined f
abc the usual way, see footnote 12.

17For example, use (3.12) to find C(x1 = L1, y, z)�1 = �1C(x1 = 0, y, z)e�i2⇡k1/N . Comparing with (3.1),
we conclude n01 = �k1, as per (3.2).

18A concrete example might be useful. Consider the Q = 1/2 map T3 ! SU(2), explicitly defined by T3(~x)

in (3.28) below. T3(~x) obeys the boundary conditions (3.12) with ~m = (0, 0, 1) and ~k = (0, 0, 1). Clearly, T3

and (T3)
3 have the same nµ⌫ , but the latter has Q = 3/2.
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=…=

6. In what follows, it suffices to work with the operators generating the Z(1)
N

center sym-
metry, T̂l, l = 1, 2, 3, from (3.14), which, from the discussion above, we define to have

Q[Tl] =
ml

N
. (3.21)

For simplicity, we further assume that ml and N are co-prime, so that ei2⇡Q[Tl] is of
order N , i.e. N is the smallest power of T̂l with an integer topological charge, so that
Q[TN

l
] = ml. Let | i denote a state in the physical Hilbert space H

phys.

✓
which is an

eigenstate of T̂l. From the above, we have that T̂N represents a gauge transformation
of unit instanton number, thus T̂N

l
| i = | i e�i✓ml . Then, it must be that

T̂l | i = | i ei
2⇡
N el�i✓

ml
N = | i ei

2⇡
N (el� ✓

2⇡ml) , l = 1, 2, 3. (3.22)

Here, el is a (mod N) integer called ZN “electric flux.”19 The name is justified with
the following reasoning [33]: consider a state Ŵl | i, obtained from | i by the action
of a fundamental Wilson loop (3.13) winding once in the xl direction. Then, using
T̂lŴlT̂

�1
l

= ei
2⇡
N Ŵl and (3.22), it follows that T̂lŴl | i = Ŵl | i e

i
2⇡
N (el+1)�i✓

ml
N , i.e.

acting with Ŵl on the state | i increases el by one unit. Since Ŵl inserts an electric
flux tube winding in the xl direction, the interpretation of el as electric flux follows.
Thus, T̂l measures the amount of ZN electric flux carried by a given state. Electric flux
free energies are used as order parameters for confinement, see [29].

As T̂l commute with the Hamiltonian (3.10), they can be simultaneously diagonalized.
Thus, all energy eigenstates on T3 are labelled by three integers, ~e, the (ZN )

3 discrete
electric fluxes. As already mentioned, electric flux energies have been studied analyti-
cally, for small T3, in the “femto-universe” framework, or for “large” volumes Li � ⇤

�1

via numerical simulations. Beginning with Lüsher’s work [51], which took ~m = 0, this
has been explored for various choices of ~m, see the review [47].

3.1.3 An important commutation relation

Now we have all the information to begin discussing the mixed 0-form/1-form anomaly. Define
the operator

V̂↵[Â] = ei↵
R
T3 K0(Â), (3.23)

where K0 is given in (3.18). From (3.19), we know that
R
T3 K0 shifts by an integer ⌫ under

large gauge transformations with instanton number ⌫. Also, recall that, for any | i in H
phys.

✓

of (3.9), under a gauge transformation with instanton number ⌫, we have Û⌫ | i = | i e�i✓⌫ ,
hence Û⌫(V̂↵ | i) = (V̂↵ | i)e�i(✓�↵)⌫ . Thus, the operator V̂↵ shifts the ✓ angle by �↵.

19We stress again that we are working in the theory with fixed ~m, so the label ~m is implicit in | i.
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=…= the instanton number 
of a 4d field configuration twisted by

 in space and  in time… 
fractional part only dependent
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3 Gauging  on , quantization and centrally-extended algebraZ(1)
N T3

is multiplied by ei2⇡kl/N upon the action of C[~k, ⌫].

For the discussion that follows, it will be useful to define the three generators of the
1-form center symmetry, T̂i, by their action on vectors in H as follows:

T̂1 |Ai = |C[(1, 0, 0), 0] �Ai

T̂2 |Ai = |C[(0, 1, 0), 0] �Ai

T̂3 |Ai = |C[(0, 0, 1), 0] �Ai ,

(3.14)

where (1, 0, 0), etc., denote the components of ~k. The above definition is somewhat
open-ended as the C[~k, 0] used to define T̂i can be multiplied by any small gauge trans-
formation and still satisfy (3.12). Moreover, the operators T̂i must map physical states
to physical states. Note however, that for any gauge transformation U , the transforma-
tion U 0

= T †
i
UTi satisfies the conditions of (3.7) and hence is a gauge transformation.

Thus, for any physical states | i and any gauge transformation U we have

ÛTi | i = T̂iÛ
0
| i = e�i✓⌫ T̂i | i . (3.15)

This demonstrates that T̂i map physical states to physical states and that they are well
defined on physical states.

Before we continue, we comment on the relation to the modern understanding of p-form
symmetries in d spacetime dimensions. These symmetries are represented by topological
operators defined on codimension-(p+1) surfaces in spacetime [4]. While this property
is not immediately obvious from (3.14), we note that one can, instead, use canonical
momenta and coordinates to define the unitary operator T̂i by an exponential of an
integral of an operator over a 2-surface in R3. We will not need such a definition here,14

as (3.14) suffices for our purposes.

5. When the spatial boundary conditions are twisted by a nonzero ~m, the operators T̂i,
and the related15 Ĉ[~k, ⌫] have fractional winding number T3

! G [30]. The winding
number is familiar from Skyrmion physics

Q[C] =
1

24⇡2

Z

T3
tr (CdC�1

)
3 . (3.16)

and its fractional nature in the ~m 6= 0 background can be explicitly demonstrated as
follows. Consider the topological charge on the Euclidean T4,

Q =
1

8⇡2

Z
trF ^ F =

1

64⇡2

Z
d4xF a

µ⌫F
a

��
✏µ⌫�� =

Z
d4x@µK

µ , (3.17)

14An analogous definition can be explicitly seen in the 2d Schwinger model, where the 1-form symmetry
is generated by a local operator, as in e.g. [14], or using the Kogut-Susskind lattice Hamiltonian [52]. For a
related continuum discussion, see also [53] and the appendix of [54].

15The operators Ĉ are defined analogously to (3.14) by their action on |Ai via the functions C[~k, ⌫], as in
(3.11).
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ÛTi | i = T̂iÛ
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where we defined Kµ
=

1
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abcAa
⌫A
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.16 Using Stoke’s theorem,

and assuming that the background A obeys, on the spatial T3, boundary conditions
given by our choice of constant transition functions �i, we can simplify the topological
charge to

Q =

Z

T3
K0

⇣
A
��
x0=L0

⌘
�K0

�
A
��
x0=0

�
, K0(A) ⌘

1

8⇡2
tr (A^F �

i

3
A^A^A), (3.18)

Here 2⇡K0(A) is the Chern-Simons form, normalized to shift by 2⇡ under gauge trans-
formations with unit T3

! G winding number (see (3.19) below). Now consider a gauge
field A on T4, obeying the spatial boundary conditions (3.6), and a time-direction twist
by C, A

��
x0=L0

= C[~k, ⌫] � A
��
x0=0

and observe that its topological charge (3.18) equals
the winding number (3.16) of C:

Q[C] =

Z

T3
K0 (C �A)�K0 (A)

=
1

24⇡2

Z

T3
tr (CdC�1

)
3
+

1

8⇡2

Z

T3
d tr (iA dC�1C) =

1

24⇡2

Z

T3
tr (CdC�1

)
3 .

(3.19)

The boundary term in the second line of (3.19) vanishes owing to the boundary condi-
tions (3.6, 3.12) and the fact that the transition functions �i are constant.

In words, we found that the winding number (3.16) of the map C[~k, ⌫] : T3
! G is, by

reversing the chain from (3.19) to (3.17), equivalent to the topological charge of a field
configuration A on T4, twisted by C in the time direction and by �i in space. Thus,
the T4 transition functions of this field configuration are ⌦µ = (C,�1,�2,�3). We now
notice that owing to the properties of C[~k, ⌫], the integers ~k play the role of twists ni0

in the time direction.17 As the topological charge depends only on the twists nµ⌫ and
the usual integer instanton number, ⌫, we can use the result from [30, 31] (or consult
appx. B) to find the winding number (3.16):

Q[C[~k, ⌫]] = �
1

N
Pf(n) + ⌫ =

~m · ~k

N
+ ⌫ (3.20)

The preceding argument is especially helpful to find the fractional part of Q, as it
determined solely by the twists nµ⌫ . An explicit expression for C[~k, ⌫](x, y, z) (up to
small gauge transformations) would allow us to directly calculate (3.19) and yield both
the fractional and integer parts, see also [49].18

16For completeness, we defined f
abc the usual way, see footnote 12.

17For example, use (3.12) to find C(x1 = L1, y, z)�1 = �1C(x1 = 0, y, z)e�i2⇡k1/N . Comparing with (3.1),
we conclude n01 = �k1, as per (3.2).

18A concrete example might be useful. Consider the Q = 1/2 map T3 ! SU(2), explicitly defined by T3(~x)

in (3.28) below. T3(~x) obeys the boundary conditions (3.12) with ~m = (0, 0, 1) and ~k = (0, 0, 1). Clearly, T3

and (T3)
3 have the same nµ⌫ , but the latter has Q = 3/2.
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=…=

6. In what follows, it suffices to work with the operators generating the Z(1)
N

center sym-
metry, T̂l, l = 1, 2, 3, from (3.14), which, from the discussion above, we define to have

Q[Tl] =
ml

N
. (3.21)

For simplicity, we further assume that ml and N are co-prime, so that ei2⇡Q[Tl] is of
order N , i.e. N is the smallest power of T̂l with an integer topological charge, so that
Q[TN

l
] = ml. Let | i denote a state in the physical Hilbert space H

phys.

✓
which is an

eigenstate of T̂l. From the above, we have that T̂N represents a gauge transformation
of unit instanton number, thus T̂N

l
| i = | i e�i✓ml . Then, it must be that

T̂l | i = | i ei
2⇡
N el�i✓

ml
N = | i ei

2⇡
N (el� ✓

2⇡ml) , l = 1, 2, 3. (3.22)

Here, el is a (mod N) integer called ZN “electric flux.”19 The name is justified with
the following reasoning [33]: consider a state Ŵl | i, obtained from | i by the action
of a fundamental Wilson loop (3.13) winding once in the xl direction. Then, using
T̂lŴlT̂

�1
l

= ei
2⇡
N Ŵl and (3.22), it follows that T̂lŴl | i = Ŵl | i e

i
2⇡
N (el+1)�i✓

ml
N , i.e.

acting with Ŵl on the state | i increases el by one unit. Since Ŵl inserts an electric
flux tube winding in the xl direction, the interpretation of el as electric flux follows.
Thus, T̂l measures the amount of ZN electric flux carried by a given state. Electric flux
free energies are used as order parameters for confinement, see [29].

As T̂l commute with the Hamiltonian (3.10), they can be simultaneously diagonalized.
Thus, all energy eigenstates on T3 are labelled by three integers, ~e, the (ZN )

3 discrete
electric fluxes. As already mentioned, electric flux energies have been studied analyti-
cally, for small T3, in the “femto-universe” framework, or for “large” volumes Li � ⇤

�1

via numerical simulations. Beginning with Lüsher’s work [51], which took ~m = 0, this
has been explored for various choices of ~m, see the review [47].

3.1.3 An important commutation relation

Now we have all the information to begin discussing the mixed 0-form/1-form anomaly. Define
the operator

V̂↵[Â] = ei↵
R
T3 K0(Â), (3.23)

where K0 is given in (3.18). From (3.19), we know that
R
T3 K0 shifts by an integer ⌫ under

large gauge transformations with instanton number ⌫. Also, recall that, for any | i in H
phys.

✓

of (3.9), under a gauge transformation with instanton number ⌫, we have Û⌫ | i = | i e�i✓⌫ ,
hence Û⌫(V̂↵ | i) = (V̂↵ | i)e�i(✓�↵)⌫ . Thus, the operator V̂↵ shifts the ✓ angle by �↵.

19We stress again that we are working in the theory with fixed ~m, so the label ~m is implicit in | i.
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T̂lŴlT̂

�1
l

= ei
2⇡
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acting with Ŵl on the state | i increases el by one unit. Since Ŵl inserts an electric
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hence Û⌫(V̂↵ | i) = (V̂↵ | i)e�i(✓�↵)⌫ . Thus, the operator V̂↵ shifts the ✓ angle by �↵.

19We stress again that we are working in the theory with fixed ~m, so the label ~m is implicit in | i.

– 12 –

then, in             : 

⃗m (mod N) … 
discrete magnetic flux

⃗e (mod N) … 
discrete electric flux

boundary conditions on T3

eigenvalues of , generating 1-form ̂Tl ZN

As an example, consider the “clock and shift” matrices obeying WPWQ = !WQWP with
! = e2⇡i/N :

WP = ↵

0

BBBBBB@

0 1 0 . . . 0

0 1 . . .
...

. . .
...

0 1

1 . . . 0

1

CCCCCCA
, WQ = �

0

BBBBBB@

1

!

!2

. . .

!N�1

1

CCCCCCA
, (3.5)

where ↵ and � are constants that ensure detWP = detWQ = 1. Boundary conditions
with transition functions of the form �i = W qi

Q
W pi

P
then correspond to ~m = ~p⇥ ~q.

One can find (though not uniquely) suitable ~p, ~q 2 Z3 for any ~m 2 Z3, so boundary
conditions of this form will always suffice [31, 50]. From now on in this paper, make
the choice of constant ⌦i = �i. Notice that the choice of constant boundary conditions
implies A = 0 is a valid background.

2. Borrowing notation from ’t Hooft [30], construct a Hilbert space of A fields that satisfy
the chosen boundary conditions and the gauge condition A0 = 0.10 This results in the
large Hilbert space:

H = {|Ai (3.6)
|A(L1, y, z) = �1 �A(0, y, z), A(x, L2, z) = �2 �A(x, 0, z), A(x, y, L3) = �3 �A(x, y, 0)} ,

where |Ai stands for an eigenvector of the “position” operator Â(~x) |Ai = |AiA(~x).
Consider the set of gauge transformations preserving the boundary conditions (3.6)
�
U : SU(N) ! T3 (3.7)
|U(L1, y, z) = �1U(0, y, z)��1

1 , U(x, L2, z) = �2U(x, 0, z)��1
2 , U(x, y, L3) = �3U(x, y, 0)��1

3

 
.

A gauge transformation U uniquely determines an operator on the large Hilbert space
by the relation

Û |Ai = |U �Ai . (3.8)

Gauss’ law requires that the physical states | i 2 H obey Û | i = | i, i.e. are invariant
under gauge transformations U , which obey (3.7) and are homotopic to the identity.

In addition to gauge transformations homotopic to the identity, maps from T3 to G are
also characterized by their instanton number ⌫, associated11 with ⇡3(G). These “large”
gauge transformations do not leave physical states invariant but act as

H
phys.

✓
=

n
| i 2 H : Û | i = e�i✓⌫

| i , 8U
o

(3.9)

10This gauge condition may appear to not allow for non-trivial Polyakov loops; however, the Polyakov loop
will be determined by imposing temporal boundary conditions.

11An explicit example for a ⌫ = 1 map T3 ! SU(2), obeying the boundary conditions (3.7), is T
2
3 , with T3

of eqn. (3.28).
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is multiplied by ei2⇡kl/N upon the action of C[~k, ⌫].

For the discussion that follows, it will be useful to define the three generators of the
1-form center symmetry, T̂i, by their action on vectors in H as follows:

T̂1 |Ai = |C[(1, 0, 0), 0] �Ai

T̂2 |Ai = |C[(0, 1, 0), 0] �Ai

T̂3 |Ai = |C[(0, 0, 1), 0] �Ai ,

(3.14)

where (1, 0, 0), etc., denote the components of ~k. The above definition is somewhat
open-ended as the C[~k, 0] used to define T̂i can be multiplied by any small gauge trans-
formation and still satisfy (3.12). Moreover, the operators T̂i must map physical states
to physical states. Note however, that for any gauge transformation U , the transforma-
tion U 0

= T †
i
UTi satisfies the conditions of (3.7) and hence is a gauge transformation.

Thus, for any physical states | i and any gauge transformation U we have

ÛTi | i = T̂iÛ
0
| i = e�i✓⌫ T̂i | i . (3.15)

This demonstrates that T̂i map physical states to physical states and that they are well
defined on physical states.

Before we continue, we comment on the relation to the modern understanding of p-form
symmetries in d spacetime dimensions. These symmetries are represented by topological
operators defined on codimension-(p+1) surfaces in spacetime [4]. While this property
is not immediately obvious from (3.14), we note that one can, instead, use canonical
momenta and coordinates to define the unitary operator T̂i by an exponential of an
integral of an operator over a 2-surface in R3. We will not need such a definition here,14

as (3.14) suffices for our purposes.

5. When the spatial boundary conditions are twisted by a nonzero ~m, the operators T̂i,
and the related15 Ĉ[~k, ⌫] have fractional winding number T3

! G [30]. The winding
number is familiar from Skyrmion physics

Q[C] =
1

24⇡2

Z

T3
tr (CdC�1

)
3 . (3.16)

and its fractional nature in the ~m 6= 0 background can be explicitly demonstrated as
follows. Consider the topological charge on the Euclidean T4,

Q =
1

8⇡2

Z
trF ^ F =

1

64⇡2

Z
d4xF a

µ⌫F
a

��
✏µ⌫�� =

Z
d4x@µK

µ , (3.17)

14An analogous definition can be explicitly seen in the 2d Schwinger model, where the 1-form symmetry
is generated by a local operator, as in e.g. [14], or using the Kogut-Susskind lattice Hamiltonian [52]. For a
related continuum discussion, see also [53] and the appendix of [54].

15The operators Ĉ are defined analogously to (3.14) by their action on |Ai via the functions C[~k, ⌫], as in
(3.11).
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6. In what follows, it suffices to work with the operators generating the Z(1)
N

center sym-
metry, T̂l, l = 1, 2, 3, from (3.14), which, from the discussion above, we define to have

Q[Tl] =
ml

N
. (3.21)

For simplicity, we further assume that ml and N are co-prime, so that ei2⇡Q[Tl] is of
order N , i.e. N is the smallest power of T̂l with an integer topological charge, so that
Q[TN

l
] = ml. Let | i denote a state in the physical Hilbert space H

phys.

✓
which is an

eigenstate of T̂l. From the above, we have that T̂N represents a gauge transformation
of unit instanton number, thus T̂N

l
| i = | i e�i✓ml . Then, it must be that

T̂l | i = | i ei
2⇡
N el�i✓

ml
N = | i ei

2⇡
N (el� ✓

2⇡ml) , l = 1, 2, 3. (3.22)

Here, el is a (mod N) integer called ZN “electric flux.”19 The name is justified with
the following reasoning [33]: consider a state Ŵl | i, obtained from | i by the action
of a fundamental Wilson loop (3.13) winding once in the xl direction. Then, using
T̂lŴlT̂

�1
l

= ei
2⇡
N Ŵl and (3.22), it follows that T̂lŴl | i = Ŵl | i e

i
2⇡
N (el+1)�i✓

ml
N , i.e.

acting with Ŵl on the state | i increases el by one unit. Since Ŵl inserts an electric
flux tube winding in the xl direction, the interpretation of el as electric flux follows.
Thus, T̂l measures the amount of ZN electric flux carried by a given state. Electric flux
free energies are used as order parameters for confinement, see [29].

As T̂l commute with the Hamiltonian (3.10), they can be simultaneously diagonalized.
Thus, all energy eigenstates on T3 are labelled by three integers, ~e, the (ZN )

3 discrete
electric fluxes. As already mentioned, electric flux energies have been studied analyti-
cally, for small T3, in the “femto-universe” framework, or for “large” volumes Li � ⇤

�1

via numerical simulations. Beginning with Lüsher’s work [51], which took ~m = 0, this
has been explored for various choices of ~m, see the review [47].

3.1.3 An important commutation relation

Now we have all the information to begin discussing the mixed 0-form/1-form anomaly. Define
the operator

V̂↵[Â] = ei↵
R
T3 K0(Â), (3.23)

where K0 is given in (3.18). From (3.19), we know that
R
T3 K0 shifts by an integer ⌫ under

large gauge transformations with instanton number ⌫. Also, recall that, for any | i in H
phys.

✓

of (3.9), under a gauge transformation with instanton number ⌫, we have Û⌫ | i = | i e�i✓⌫ ,
hence Û⌫(V̂↵ | i) = (V̂↵ | i)e�i(✓�↵)⌫ . Thus, the operator V̂↵ shifts the ✓ angle by �↵.

19We stress again that we are working in the theory with fixed ~m, so the label ~m is implicit in | i.
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 shifts by 1 under a  unit winding gauge trf.∮ K0

̂Vα shifts  angle, consider commutator with 1-form center:θFurther, using (3.19) and (3.21), we can find the commutation relation of V̂↵ with the center
symmetry generators:

T̂l V̂↵[Â] T̂
�1
l

= V̂↵[Ĉ[ki = �il, 0]� Â] = ei↵
R
T3 [K0(Ĉ[ki=�il,0]�Â)�K0(Â)] V̂↵ = ei↵

ml
N V̂↵. (3.24)

Another commutation relation involving V̂↵ follows from (3.10) and (3.23):

[⇧̂
a

i (~x), V̂↵] =
↵

8⇡2
B̂a

i (~x) V̂↵ . (3.25)

For our purposes, the most important consequence of (3.24) is a relation crucial for our
analysis of the anomaly

T̂l V̂2⇡ = ei2⇡
ml
N V̂2⇡ T̂l , (3.26)

showing that 2⇡ shifts of ✓ do not commute with the 1-form center symmetry in the 2-form
ZN gauge field background labelled by ~m. The relation (3.26) is behind the mixed ’t Hooft
anomaly between the 1-form center symmetry and 0-form symmetries that involve 2⇡ shifts
of ✓, such as the parity symmetry at ✓ = ⇡ or the discrete chiral symmetry in the presence of
adjoint fermions. Satisfying these non-trivial algebras requires non-trivial vacuum structure,
so we gain useful insight into the IR physics by studying these algebras.

3.1.4 The case of ~m = (0, 0, 1)

Before elaborating on these anomalies, we shall write down more explicit details for �i and
T̂i for the choice ~m = (0, 0, 1). This is the case considered in [48], and we found it to be an
instructive example.

Following our steps above, we first must find the constant transition functions, or twist
matrices, �i, entering (3.6, 3.7). Since �3 must commute with the other two for this choice
of ~m, we can take it to be the identity. The others are the “clock and shift” matrices (3.5):

�1 = WP , �2 = WQ, �3 = 1N , �1�2 = ei
2⇡
N �2�1 , (3.27)

thus, by (3.4), n12 = m3 = 1, as desired. Witten noticed that for this choice of boundary
conditions, we can take T1 and T2 constant. In particular, the choices T1 = �

�1
2 and T2 = �1

work.20 The fact that these operators are so simple is not surprising, since m1 = m2 = 0

ensures that they enjoy a trivial algebra with V2⇡, as per (3.26). The same algebra implies
that T3 is bound to be more complicated. As an explicit example, in SU(2) where �1 / �1

and �2 / �3, we find

T3(~x) = e
i
⇡
2

y
L2

�
3

e
i
⇡
2

x
L1

�
1

e
�i⇡

z
L3

�
3

e
�i

⇡
2

x
L1

�
1

e
�i

⇡
2

y
L2

�
3

, (3.28)

which can be seen to obey (3.12) with ~k = (0, 0, 1). As alluded to several times above, from
(3.19) one can explicitly calculate Q[(T3)

n
] = n/2. We will not give an explicit form of T3 for

N > 2, but they do exist. The algebra (3.26) now becomes

T̂3 V̂2⇡ = ei
2⇡
N V̂2⇡ T̂3, (3.29)

so, recalling (3.22), 2⇡ shifts of ✓ change the eigenvalues of T̂3, e3 ! e3 + 1.
20E.g., by the first relation in (3.12), T1 has to obey T1 = e

i2⇡/N�1T1�
�1
1 , satisfied by T1 = ��1

2 , etc.
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relation is behind the central extensions of 
all 1-form/0-form algebras, reflecting the 
anomaly in the  Hilbert space on ⃗m ≠ 0 T3
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3.2 The algebra of parity and Z(1)
N

operators: ✓ = 0 vs. ✓ = ⇡

The parity operation acts on A in the following way:

A(x, y, z) ! AP
(x, y, z) = ��PA(L1 � x, L2 � y, L3 � z)�P , (3.30)

Here the matrix �P 2 SU(N), �2
P
= ±1, is required in order that AP

(x, y, z) also obey the
boundary conditions (3.6). This requires

�P�i�P = ei���1
i

. (3.31)

where ei� can be any ZN phase. With our boundary conditions of the form �i = W qi
Q
W pi

P
,

this is fulfilled by the anti-diagonal matrix

�P = �

0

B@
0 · · · 1

... . .
. ...

1 · · · 0

1

CA , (3.32)

with � a factor ensuring det�P = 1. Let P̂0 denote the operator that implements the trans-
formation (3.30) on our large Hilbert space. The subscript denotes that this is the correct
parity symmetry operator for ✓ = 0. Notice that also P̂ 2

0 = 1 as required.
By considering the above action of P̂0 and T̂i on an arbitrary eigenstate of A in the large

Hilbert space, it follows that P̂0T̂iP̂0 acts as a center symmetry transformation T̂ 0
i

with

T 0
i (x, y, z) = �PTi(L1 � x, L2 � y, L3 � z)�P . (3.33)

Now recall that Ti(~x) obeys the boundary conditions (3.12) with (~k)j = �ij . Therefore, (3.33)
implies that T̂ 0

i
(~x) corresponds to a transformation with (~k)j = ��ij and ⌫ = 0, hence T̂ 0

i
is

gauge equivalent to T †
i
= T�1

i
. Therefore, on the space of physical states, we have the DN

commutation relation21

P̂0 T̂i P̂0 = T̂ †
i
. (3.34)

Hence, P̂0 changes the sign of the eigenvalues of T̂i, the electric fluxes: ~e ! �~e. Note also
that P̂0 does not change the sign of the magnetic field, P̂0B̂i(x, y, z)P̂0 = �P B̂i(L1 � x, L2 �

y, L3 � z)�P , but changes the sign of ⇧̂i, the electric field.
In order to study invariance under parity in our formalism, it is convenient to move

the ✓-angle dependence from the states in H
phys.

✓
, eqn. (3.9), to the Hamiltonian. This is

accomplished by conjugating the latter with V̂✓ and working in the Hilbert space H
phys.

✓=0 (the
✓-dependent Hamiltonian Ĥ✓ has the same spectrum in the space H

phys.

✓=0 as the ✓-independent

21The dihedral group DN is defined by (3.34) plus P̂
2
0 = 1, T̂N

i = 1. DN has one- and two-dimensional
irreducible complex representations. In our notation, the one-dimensional representations correspond to taking
P̂0 = ±1 and T̂3 = 1 or e

i⇡ (e3 = 0 or N/2) for even-N , while T̂3 = 1 (e3 = 0) for odd-N . The other
representations are parity-partner doublets [36]. All this simply follows from the action of P̂0 on fluxes.
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y, L3 � z)�P , but changes the sign of ⇧̂i, the electric field.
In order to study invariance under parity in our formalism, it is convenient to move

the ✓-angle dependence from the states in H
phys.

✓
, eqn. (3.9), to the Hamiltonian. This is

accomplished by conjugating the latter with V̂✓ and working in the Hilbert space H
phys.

✓=0 (the
✓-dependent Hamiltonian Ĥ✓ has the same spectrum in the space H

phys.

✓=0 as the ✓-independent

21The dihedral group DN is defined by (3.34) plus P̂
2
0 = 1, T̂N

i = 1. DN has one- and two-dimensional
irreducible complex representations. In our notation, the one-dimensional representations correspond to taking
P̂0 = ±1 and T̂3 = 1 or e

i⇡ (e3 = 0 or N/2) for even-N , while T̂3 = 1 (e3 = 0) for odd-N . The other
representations are parity-partner doublets [36]. All this simply follows from the action of P̂0 on fluxes.
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3.2 The algebra of parity and Z(1)
N

operators: ✓ = 0 vs. ✓ = ⇡

The parity operation acts on A in the following way:
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(x, y, z) = ��PA(L1 � x, L2 � y, L3 � z)�P , (3.30)

Here the matrix �P 2 SU(N), �2
P
= ±1, is required in order that AP

(x, y, z) also obey the
boundary conditions (3.6). This requires

�P�i�P = ei���1
i

. (3.31)

where ei� can be any ZN phase. With our boundary conditions of the form �i = W qi
Q
W pi

P
,

this is fulfilled by the anti-diagonal matrix

�P = �

0

B@
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... . .
. ...

1 · · · 0

1

CA , (3.32)
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formation (3.30) on our large Hilbert space. The subscript denotes that this is the correct
parity symmetry operator for ✓ = 0. Notice that also P̂ 2

0 = 1 as required.
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= dihedral group of order 2N, at θ = 0

Hamiltonian Ĥ✓=0 has in H
phys.

✓
). The ✓-dependent Hamiltonian (3.10) then becomes, making

use of (3.25):

Ĥ ! Ĥ✓ ⌘ V̂✓ĤV̂ †
✓
=

Z

T3

d3x

✓
g2

2
(⇧̂

a

i �
✓

8⇡2
B̂a

i )(⇧̂
a

i �
✓

8⇡2
B̂a

i ) +
1

2g2
B̂a

i B̂
a

i

◆
. (3.35)

For ✓ = 0, P̂0, defined via (3.30), is the operator generating the parity symmetry: from
the remarks after (3.34) it follows that Ĥ✓=0 commutes with P̂0. However, for ✓ 6= 0, this
transformation flips the sign of the theta term, as it reverses the sign of ⇧̂i, thus parity
cannot be a symmetry for most almost all non-zero values of ✓, with ✓ = ⇡ being the notable
exception. Thus, consider the action of P̂0 on the Hamiltonian (3.35) with ✓ = ⇡

P̂0Ĥ✓=⇡P̂0 =

Z

T3

d3x

✓
g2

2
(⇧̂

a

i +
1

8⇡
B̂a

i )(⇧̂
a

i +
1

8⇡
B̂a

i ) +
1

2g2
B̂a

i B̂
a

i

◆
= Ĥ✓=�⇡ . (3.36)

Now act with V̂2⇡ on (3.36), using (3.25) as V̂2⇡⇧̂
a

i
V̂ �1
2⇡ = ⇧̂

a

i
�

1
4⇡ B̂

a

i
, to find

V̂2⇡P̂0Ĥ✓=⇡P̂0V̂
�1
2⇡ = Ĥ✓=⇡. (3.37)

In other words, parity at ✓ = ⇡ is generated by the operator

P̂⇡ = V̂2⇡P̂0 . (3.38)

Notice that P̂0V̂2⇡P̂0 = V̂ �1
2⇡ , so P̂ 2

⇡ = 1 as required for a parity symmetry. Finally, to find
the commutator of P̂⇡ with the center generators, we use the algebras (3.26) and (3.34):

T̂j P̂⇡ = e
2⇡i
N mj P̂⇡ T̂ †

j
. (3.39)

Hence, P̂⇡ sends ~e to ~m � ~e. The algebra (3.39) is a central extension of the DN algebra
(3.34).

To see the implications of the algebras (3.34) and (3.39), consider, with no loss of gener-
ality, the background ~m = (0, 0, 1) of section 3.1.4. Let us summarize our knowledge of the
parity and center symmetries in this background. The operators T̂1 and T̂2 commute with
the Hamiltonian, as well as with P̂⇡ and T̂3. The interesting part of the algebra is:

[T̂3, Ĥ✓=⇡] = 0 , [P̂⇡, Ĥ✓=⇡] = 0 , T̂3P̂⇡ = ei
2⇡
N P̂⇡T̂

†
3 , (3.40)

where P̂ 2
⇡ = 1 and T̂N

3 = 1, where we recall that we are working in H
phys.

✓=0 . Clearly, every
energy eigenstate can also be labeled by the value of discrete electric flux, e322 (of course,
finding what values of e3 a given energy eigenstate has requires solving for the spectrum).
Let us denote the energy eigenstate by |E, e3i, where Ĥ✓=⇡|E, e3i = |E, e3iE and T̂3|E, e3i =

22As well as by e1 and e2, the eigenvalues of T̂1,2. However, the symmetry algebra does not imply degeneracies
between states labeled by different e1 and e2, as T̂1,2 commute with P̂⇡, Ĥ✓=⇡, and T̂3. Hence to avoid
cluttering, we omit denoting the energy eigenstate by |E, e1, e2, e3i.
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finding what values of e3 a given energy eigenstate has requires solving for the spectrum).
Let us denote the energy eigenstate by |E, e3i, where Ĥ✓=⇡|E, e3i = |E, e3iE and T̂3|E, e3i =
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P̂0Ĥ✓=⇡P̂0 =

Z

T3

d3x

✓
g2

2
(⇧̂

a

i +
1

8⇡
B̂a

i )(⇧̂
a

i +
1

8⇡
B̂a

i ) +
1

2g2
B̂a

i B̂
a

i

◆
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P̂0Ĥ✓=⇡P̂0 =

Z

T3

d3x

✓
g2

2
(⇧̂

a

i +
1

8⇡
B̂a

i )(⇧̂
a

i +
1

8⇡
B̂a

i ) +
1

2g2
B̂a

i B̂
a

i

◆
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[T̂3, Ĥ✓=⇡] = 0 , [P̂⇡, Ĥ✓=⇡] = 0 , T̂3P̂⇡ = ei
2⇡
N P̂⇡T̂

†
3 , (3.40)

where P̂ 2
⇡ = 1 and T̂N

3 = 1, where we recall that we are working in H
phys.

✓=0 . Clearly, every
energy eigenstate can also be labeled by the value of discrete electric flux, e322 (of course,
finding what values of e3 a given energy eigenstate has requires solving for the spectrum).
Let us denote the energy eigenstate by |E, e3i, where Ĥ✓=⇡|E, e3i = |E, e3iE and T̂3|E, e3i =
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[T̂3, Ĥ✓=⇡] = 0 , [P̂⇡, Ĥ✓=⇡] = 0 , T̂3P̂⇡ = ei
2⇡
N P̂⇡T̂

†
3 , (3.40)

where P̂ 2
⇡ = 1 and T̂N

3 = 1, where we recall that we are working in H
phys.

✓=0 . Clearly, every
energy eigenstate can also be labeled by the value of discrete electric flux, e322 (of course,
finding what values of e3 a given energy eigenstate has requires solving for the spectrum).
Let us denote the energy eigenstate by |E, e3i, where Ĥ✓=⇡|E, e3i = |E, e3iE and T̂3|E, e3i =
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|E, e3ie
i
2⇡
N e3 . By (3.40), the state P̂⇡|E, e3i is also a eigenstate of Ĥ✓=⇡ of the same energy E.

In addition, from the last commutator in (3.40), it obeys T̂3(P̂⇡|E, e3i) = (P̂⇡|E, e3i)e
i
2⇡
N (1�e3),

i.e. is an eigenstate of T̂3 of electric flux 1�e3. Note that this could be the same state, should
it happen that 1� e3 = e3 (modN), see below.

Thus, we have shown that the algebra (3.39) implies that the eigenstates of Ĥ✓=⇡ on T3

with boundary conditions twisted by ~m = (0, 0, 1) have certain degeneracies. In particular,
parity relates eigenstates of Ĥ✓=⇡ of the same energy E

P̂⇡ : |E, e3i ! |E, 1� e3 (modN)i . (3.41)

The implications of the above equation are different for even and odd N as we discuss below.

3.2.1 Discussion

Let us now comment on the implications of the algebra (3.40) and eqn. (3.41), as well as
on their manifestation in various calculable setups. Unless stated otherwise, the comments
below refer to the ✓ = ⇡ theory in the ~m = (0, 0, 1) background.

1. Remembering that the electric flux e3 is defined (mod N), it follows that if N is even,
there are no parity invariant states. This implies that all the eigenstates of Ĥ✓=⇡ are
at least doubly degenerate. In particular, the vacuum states must spontaneously break
the parity symmetry. This double degeneracy occurs at a finite T3 of any size. Exact
degeneracies of states related by a symmetry are usually not expected in finite volume,
but by now there are similar examples in quantum mechanics and 2d field theories,
all related to anomalies, as in [5, 6, 55]. One expects that tunnelling amplitudes,
which usually lift the degeneracies at finite volume, vanish due to delicate cancellations
involving complex phase factors.23 It would be interesting to see these cancellations in
an explicit controlled calculation in the 4d theory at hand.

The double degeneracy of the spectrum of Ĥ✓=⇡ for even N is a consequence of the
parity-center symmetry anomaly reflected in (3.39, 3.40). In the infinite volume limit,
one expects that local physics is independent of the twist ~m and that the double degen-
eracy persists and is manifested as spontaneous breaking of parity in the R3 theory.

In the R3-limit, it is natural to expect that two of the pairwise degenerate electric-flux
sectors related by P̂⇡ (the ones of lowest energy, finite as Li ! 1, after subtracting UV
divergences) become the two parity-breaking vacua of the theory. There is no reason for
the other N/2 � 1 parity-partner electric-flux sectors to have the same energy. These
are expected to become higher-energy degenerate pairs of vacua whose (meta-)stability
is a complicated dynamical issue.24

23Here, these should arise due to the twist ~m 6= 0 and, possibly, various analytic continuations, e.g. [56].
24Semiclassical calculations on R3 ⇥ S1 have explicitly exhibited such metastable or unstable vacua [43–45].
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i.e. is an eigenstate of T̂3 of electric flux 1�e3. Note that this could be the same state, should
it happen that 1� e3 = e3 (modN), see below.

Thus, we have shown that the algebra (3.39) implies that the eigenstates of Ĥ✓=⇡ on T3

with boundary conditions twisted by ~m = (0, 0, 1) have certain degeneracies. In particular,
parity relates eigenstates of Ĥ✓=⇡ of the same energy E

P̂⇡ : |E, e3i ! |E, 1� e3 (modN)i . (3.41)

The implications of the above equation are different for even and odd N as we discuss below.

3.2.1 Discussion

Let us now comment on the implications of the algebra (3.40) and eqn. (3.41), as well as
on their manifestation in various calculable setups. Unless stated otherwise, the comments
below refer to the ✓ = ⇡ theory in the ~m = (0, 0, 1) background.

1. Remembering that the electric flux e3 is defined (mod N), it follows that if N is even,
there are no parity invariant states. This implies that all the eigenstates of Ĥ✓=⇡ are
at least doubly degenerate. In particular, the vacuum states must spontaneously break
the parity symmetry. This double degeneracy occurs at a finite T3 of any size. Exact
degeneracies of states related by a symmetry are usually not expected in finite volume,
but by now there are similar examples in quantum mechanics and 2d field theories,
all related to anomalies, as in [5, 6, 55]. One expects that tunnelling amplitudes,
which usually lift the degeneracies at finite volume, vanish due to delicate cancellations
involving complex phase factors.23 It would be interesting to see these cancellations in
an explicit controlled calculation in the 4d theory at hand.

The double degeneracy of the spectrum of Ĥ✓=⇡ for even N is a consequence of the
parity-center symmetry anomaly reflected in (3.39, 3.40). In the infinite volume limit,
one expects that local physics is independent of the twist ~m and that the double degen-
eracy persists and is manifested as spontaneous breaking of parity in the R3 theory.

In the R3-limit, it is natural to expect that two of the pairwise degenerate electric-flux
sectors related by P̂⇡ (the ones of lowest energy, finite as Li ! 1, after subtracting UV
divergences) become the two parity-breaking vacua of the theory. There is no reason for
the other N/2 � 1 parity-partner electric-flux sectors to have the same energy. These
are expected to become higher-energy degenerate pairs of vacua whose (meta-)stability
is a complicated dynamical issue.24

23Here, these should arise due to the twist ~m 6= 0 and, possibly, various analytic continuations, e.g. [56].
24Semiclassical calculations on R3 ⇥ S1 have explicitly exhibited such metastable or unstable vacua [43–45].
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̂P0 : |E, e3⟩ → |E, − e3⟩ ,  is parity invariant for all Nθ = 0 e3 = 0

, even-N all states doubly degenerateθ = π

, odd-N:  invariantθ = π e3 =
N + 1

2

- “global inconsistency” for odd-N

- mixed center/parity anomaly for even-N SU(N)
- mixed center/parity anomaly for all groups … if center is of even order 
   (i.e., for all but , where “global inconsistency”)E6
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Hamiltonian Ĥ✓=0 has in H
phys.

✓
). The ✓-dependent Hamiltonian (3.10) then becomes, making

use of (3.25):
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. (3.35)

For ✓ = 0, P̂0, defined via (3.30), is the operator generating the parity symmetry: from
the remarks after (3.34) it follows that Ĥ✓=0 commutes with P̂0. However, for ✓ 6= 0, this
transformation flips the sign of the theta term, as it reverses the sign of ⇧̂i, thus parity
cannot be a symmetry for most almost all non-zero values of ✓, with ✓ = ⇡ being the notable
exception. Thus, consider the action of P̂0 on the Hamiltonian (3.35) with ✓ = ⇡

P̂0Ĥ✓=⇡P̂0 =
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= Ĥ✓=�⇡ . (3.36)

Now act with V̂2⇡ on (3.36), using (3.25) as V̂2⇡⇧̂
a

i
V̂ �1
2⇡ = ⇧̂

a

i
�

1
4⇡ B̂

a

i
, to find

V̂2⇡P̂0Ĥ✓=⇡P̂0V̂
�1
2⇡ = Ĥ✓=⇡. (3.37)

In other words, parity at ✓ = ⇡ is generated by the operator

P̂⇡ = V̂2⇡P̂0 . (3.38)

Notice that P̂0V̂2⇡P̂0 = V̂ �1
2⇡ , so P̂ 2

⇡ = 1 as required for a parity symmetry. Finally, to find
the commutator of P̂⇡ with the center generators, we use the algebras (3.26) and (3.34):

T̂j P̂⇡ = e
2⇡i
N mj P̂⇡ T̂ †

j
. (3.39)

Hence, P̂⇡ sends ~e to ~m � ~e. The algebra (3.39) is a central extension of the DN algebra
(3.34).

To see the implications of the algebras (3.34) and (3.39), consider, with no loss of gener-
ality, the background ~m = (0, 0, 1) of section 3.1.4. Let us summarize our knowledge of the
parity and center symmetries in this background. The operators T̂1 and T̂2 commute with
the Hamiltonian, as well as with P̂⇡ and T̂3. The interesting part of the algebra is:

[T̂3, Ĥ✓=⇡] = 0 , [P̂⇡, Ĥ✓=⇡] = 0 , T̂3P̂⇡ = ei
2⇡
N P̂⇡T̂

†
3 , (3.40)

where P̂ 2
⇡ = 1 and T̂N

3 = 1, where we recall that we are working in H
phys.

✓=0 . Clearly, every
energy eigenstate can also be labeled by the value of discrete electric flux, e322 (of course,
finding what values of e3 a given energy eigenstate has requires solving for the spectrum).
Let us denote the energy eigenstate by |E, e3i, where Ĥ✓=⇡|E, e3i = |E, e3iE and T̂3|E, e3i =

22As well as by e1 and e2, the eigenvalues of T̂1,2. However, the symmetry algebra does not imply degeneracies
between states labeled by different e1 and e2, as T̂1,2 commute with P̂⇡, Ĥ✓=⇡, and T̂3. Hence to avoid
cluttering, we omit denoting the energy eigenstate by |E, e1, e2, e3i.
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Consequences, discussion, old vs new

- even N, exact parity degeneracy at any size torus (already seen in anomalies)

- as , expect lowest energy e-flux states => parity breaking vacuaLi → ∞

delicate cancellations of tunneling: semiclassics 
phases due to /contours/thimbles…     dYM ?⃗m

other N-2 higher energy fluxes: metastable/unstable pairs of vacua… seen in dYM

old vs new: … 1980 vs now: 
                   interpretation as anomaly and the centrally-extended algebra new 
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cluttering, we omit denoting the energy eigenstate by |E, e1, e2, e3i.

– 15 –

Hamiltonian Ĥ✓=0 has in H
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Consequences, discussion, old vs new
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i
= 0. This classical background corresponds to a state

in the physical Hilbert space that we denote26
|[0]i. There are a total of N classical

static backgrounds A↵

j
(↵ = 0, 1, . . . , N � 1) that also have zero energy, Ba

i
= 0, obey

the boundary conditions (3.6), but are not gauge transformations of A0
j
= 0. The

corresponding classical backgrounds are A↵

j
⌘ �iT↵

3 @jT
�↵

3 and the states are given by
T̂↵

3 |[0]i. Eigenstates of T̂3 can be obtained by projecting
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1

N

N�1X
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e�i
2⇡
N e3↵ T̂↵
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N e3 |e3i . (3.42)
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E(✓, e3) = �
Ce

� 8⇡2

g2N

Lg4
cos

✓
2⇡

N
e3 �

✓

N
m3

◆
, (3.43)

25Formally, one can redefine T3 = e
�i 2⇡k

N T
0
3, with 2k = N � 1. For odd N , this preserves det T3 = 1 and

removes the phase from [T̂3, P̂⇡] in (3.40). This reflects the freedom to add a 4d local counterterm [5].
26This state is obtained after averaging |Aj = 0i over appropriate gauge transformations, as in (3.9).
27The splittings are due to fractional instantons on T3 ⇥ R, of action 8⇡2

/(g2N) and topological charge
1/N . The g

�4 prefactor in (3.43) is due to the four translational zero modes of the instantons. There is no
size modulus as the size of the instantons is fixed by Li. There are no analytic solutions known, although it
is argued that they exist and that their action saturates the self-dual bound 8⇡2

g2N
[47]. Clearly, this makes

higher-order calculations difficult, for recent progress see [57].
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For ✓ = 0, P̂0, defined via (3.30), is the operator generating the parity symmetry: from
the remarks after (3.34) it follows that Ĥ✓=0 commutes with P̂0. However, for ✓ 6= 0, this
transformation flips the sign of the theta term, as it reverses the sign of ⇧̂i, thus parity
cannot be a symmetry for most almost all non-zero values of ✓, with ✓ = ⇡ being the notable
exception. Thus, consider the action of P̂0 on the Hamiltonian (3.35) with ✓ = ⇡
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Now act with V̂2⇡ on (3.36), using (3.25) as V̂2⇡⇧̂
a

i
V̂ �1
2⇡ = ⇧̂

a

i
�

1
4⇡ B̂

a

i
, to find

V̂2⇡P̂0Ĥ✓=⇡P̂0V̂
�1
2⇡ = Ĥ✓=⇡. (3.37)

In other words, parity at ✓ = ⇡ is generated by the operator

P̂⇡ = V̂2⇡P̂0 . (3.38)

Notice that P̂0V̂2⇡P̂0 = V̂ �1
2⇡ , so P̂ 2

⇡ = 1 as required for a parity symmetry. Finally, to find
the commutator of P̂⇡ with the center generators, we use the algebras (3.26) and (3.34):

T̂j P̂⇡ = e
2⇡i
N mj P̂⇡ T̂ †

j
. (3.39)

Hence, P̂⇡ sends ~e to ~m � ~e. The algebra (3.39) is a central extension of the DN algebra
(3.34).

To see the implications of the algebras (3.34) and (3.39), consider, with no loss of gener-
ality, the background ~m = (0, 0, 1) of section 3.1.4. Let us summarize our knowledge of the
parity and center symmetries in this background. The operators T̂1 and T̂2 commute with
the Hamiltonian, as well as with P̂⇡ and T̂3. The interesting part of the algebra is:

[T̂3, Ĥ✓=⇡] = 0 , [P̂⇡, Ĥ✓=⇡] = 0 , T̂3P̂⇡ = ei
2⇡
N P̂⇡T̂

†
3 , (3.40)

where P̂ 2
⇡ = 1 and T̂N

3 = 1, where we recall that we are working in H
phys.

✓=0 . Clearly, every
energy eigenstate can also be labeled by the value of discrete electric flux, e322 (of course,
finding what values of e3 a given energy eigenstate has requires solving for the spectrum).
Let us denote the energy eigenstate by |E, e3i, where Ĥ✓=⇡|E, e3i = |E, e3iE and T̂3|E, e3i =

22As well as by e1 and e2, the eigenvalues of T̂1,2. However, the symmetry algebra does not imply degeneracies
between states labeled by different e1 and e2, as T̂1,2 commute with P̂⇡, Ĥ✓=⇡, and T̂3. Hence to avoid
cluttering, we omit denoting the energy eigenstate by |E, e1, e2, e3i.
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where we restored m3 dependence and ignored perturbative corrections (C is a numerical
constant and L denotes the length of the torus sides, which are taken equal).28 A look
at the electric flux energies (3.43) shows complete agreement with (3.40): all levels are
doubly degenerate at ✓ = ⇡ and even N , and there is a global inconsistency between
✓ = 0 and ✓ = ⇡ at odd N .

4. To connect to the Euclidean formalism, note that the double degeneracy of the energy
eigenstates due to (3.40) imposes restrictions on the partition function twisted by a
center transformation in the time direction. Consider

Z[k, 1] = tr (e��Ĥ✓=⇡ T̂ k

3 ), (3.44)

where the trace is over the physical Hilbert space H
phys.

✓=0 with our chosen twist ~m =

(0, 0, 1). In the Euclidean formalism (in the continuum or on the lattice), this is the path
integral of the ✓ = ⇡ theory in a particular 2-form gauge field background of topological
charge k/N . Inserting P̂ 2

⇡ = 1 in the trace and using (3.40), we obtain the relation

Z[k,m3] = Z[�k,m3] e
i
2⇡km3

N , (3.45)

expressing the ’t Hooft anomaly in the path integral (here, we imagine restricting to
even-N , as for odd N one can add a counterterm, as per footnote 25; note that we also
restored explicit m3-dependence). The expression (3.45) is formal, as the Hilbert space
trace (3.44) diverges and needs a proper definition. Assuming that this is provided,
note that a simple solution of (3.45) is Z[k,m3] = ei

⇡km3
N ⌅, with ⌅ an undetermined

even function of k.

For example, in the case of the “femto-universe,” the partition function (3.44) in the
k,m3 background of only the two lightest fluxes, e3 = 0 and e3 = 1, with energies given
in (3.43), is of this form, with ⌅ = e��Evac 2 cos

⇡km3
N

. More generally, this solution
of (3.45) can be thought of as the partition function of the IR TQFT whose states
correspond to the two vacua with spontaneously broken parity.29

5. Another calculable regime studied more recently is that of deformed Yang-Mills (dYM)
theory on R3

⇥ S1, for S1 size L obeying ⇤NL ⌧ 2⇡ [26]. This can be viewed as a T3

gauge theory, with added appropriate massive adjoint fermions, see [63, 64], considered
in the limit L1,2 ! 1 with L3 = L kept small. Here, the semiclassical expansion is
significantly friendlier than in the femto-universe, at least to leading order. We shall
not review the work on ✓-dependence in dYM, as there is extensive recent literature [40,

28Ref. [47] gives an expression equal to our E(✓, e3)�E(0, 0). We prefer the form in (3.43) as it emphasizes
the contribution of the various semiclassical objects and can be compared to a similar expression in dYM
[40, 45].

29One can relate the anomalies represented by (3.45) (and by (3.56) for the discrete chiral symmetry) to
the variations of appropriate 5d “invertible TQFTs,” or “anomaly theories,” see e.g. [58–62], but we shall not
discuss this here.
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P̂0Ĥ✓=⇡P̂0 =

Z

T3

d3x

✓
g2

2
(⇧̂

a

i +
1

8⇡
B̂a

i )(⇧̂
a

i +
1

8⇡
B̂a

i ) +
1

2g2
B̂a

i B̂
a

i

◆
= Ĥ✓=�⇡ . (3.36)

Now act with V̂2⇡ on (3.36), using (3.25) as V̂2⇡⇧̂
a

i
V̂ �1
2⇡ = ⇧̂

a

i
�

1
4⇡ B̂

a

i
, to find

V̂2⇡P̂0Ĥ✓=⇡P̂0V̂
�1
2⇡ = Ĥ✓=⇡. (3.37)

In other words, parity at ✓ = ⇡ is generated by the operator

P̂⇡ = V̂2⇡P̂0 . (3.38)

Notice that P̂0V̂2⇡P̂0 = V̂ �1
2⇡ , so P̂ 2

⇡ = 1 as required for a parity symmetry. Finally, to find
the commutator of P̂⇡ with the center generators, we use the algebras (3.26) and (3.34):

T̂j P̂⇡ = e
2⇡i
N mj P̂⇡ T̂ †

j
. (3.39)

Hence, P̂⇡ sends ~e to ~m � ~e. The algebra (3.39) is a central extension of the DN algebra
(3.34).

To see the implications of the algebras (3.34) and (3.39), consider, with no loss of gener-
ality, the background ~m = (0, 0, 1) of section 3.1.4. Let us summarize our knowledge of the
parity and center symmetries in this background. The operators T̂1 and T̂2 commute with
the Hamiltonian, as well as with P̂⇡ and T̂3. The interesting part of the algebra is:

[T̂3, Ĥ✓=⇡] = 0 , [P̂⇡, Ĥ✓=⇡] = 0 , T̂3P̂⇡ = ei
2⇡
N P̂⇡T̂

†
3 , (3.40)

where P̂ 2
⇡ = 1 and T̂N

3 = 1, where we recall that we are working in H
phys.

✓=0 . Clearly, every
energy eigenstate can also be labeled by the value of discrete electric flux, e322 (of course,
finding what values of e3 a given energy eigenstate has requires solving for the spectrum).
Let us denote the energy eigenstate by |E, e3i, where Ĥ✓=⇡|E, e3i = |E, e3iE and T̂3|E, e3i =

22As well as by e1 and e2, the eigenvalues of T̂1,2. However, the symmetry algebra does not imply degeneracies
between states labeled by different e1 and e2, as T̂1,2 commute with P̂⇡, Ĥ✓=⇡, and T̂3. Hence to avoid
cluttering, we omit denoting the energy eigenstate by |E, e1, e2, e3i.
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Consequences, discussion, old vs new

the most unusual feature is the exact degeneracy at finite volume in the  
background implied by the extension 

⃗m

would like to better understand in a calculable framework valid in a 
(partially) infinite volume, dYM

mixed parity/center anomaly in  leads to extended algebra⃗m

⃗m = (0,0,1)

Summary: 

anomaly:                      SU(2k), Sp(2k+1), Spin(2k),    
global inconsistency:                   SU(2k+1),  
neither:                                        Sp(2k), Spin(2k+1)

E7
E6



5 Chiral-center algebras: central extensions

SU(N) QCD(adj) with  massless Weyl adjoint fermions nf ≤ 5

41, 43–45, 65, 66]. The upshot is that, to leading order in the semiclassical expansion,
spontaneous breaking of parity is found at ✓ = ⇡ in all cases.30

In addition, a deformed algebra similar to (3.40) was also found in dYM, within the
abelian IR theory on R3

⇥S1 valid at energies below 1/(NL) [27]. It would be of interest
to understand its precise relation to (3.39), e.g. by taking ~m 6= 0 on an asymmetric
R⇥ T3.31

To conclude, in this section we showed that the anomaly and global inconsistency struc-
tures between the parity and center symmetries are completely reproduced in the algebra of
the symmetry operators in the canonically quantized theory with twisted boundary condi-
tions. This has immediate consequences on the vacuum structure and, therefore, symmetry
breaking pattern of the theory as we reviewed above.

In the next section, we perform a similar analysis for the chiral symmetry in theories
with adjoint fermions.

3.3 The algebra of discrete chiral and Z(1)
N

operators

Consider now QCD(adj), the SU(N) gauge theory with nf  5 massless adjoint Weyl fermions
(the six-flavour theory is not asymptotically free). The fact that the fermions are in the
adjoint representation means that all the machinery we have developed surrounding boundary
conditions is unchanged. In particular, the fermions obey the same boundary conditions (3.6)
as the gauge field. In Hilbert space the fermions are represented by creation and annihilation
operators �̂a

↵, �̂a †
↵̇

(a = 1, ..., N2
� 1; ↵, ↵̇ are SL(2, C) indices in the convention of [68])

obeying the anticommutation relations

{�̂a †
↵̇

(x)�̄0 ↵̇↵, �̂b

�
(y)} = �(3)(x� y)�ab�↵

�
. (3.46)

For brevity, we do not display the flavour index; in all our formulae below, flavour is assumed
to be summed over. The Hamiltonian (3.10) acting on the physical Hilbert space32 is modified
to

Ĥ =

Z
d3x

✓
g2

2
⇧̂

a

i ⇧̂
a

i +
1

2g2
B̂a

i B̂
a

i � i�̂a †�̄j@j �̂
a
+ i�̂a †�̄jfabcÂb

j �̂
c

◆
. (3.47)

Since the adjoint fermions obey (3.6), the Z(1)
N

center-symmetry generators T̂i commute with
the Hamiltonian.

Classically, the nf Weyl fermions have a U(nf ) (0-form) global chiral symmetry. However,

in the quantum theory, this is broken by the triangle anomaly to
Z2nfN⇥SU(nf )

Znf
. In what

30On R3 ⇥ S1, N = 2 is an exception, with vanishing leading-order result, requiring going to the next order
in the semiclassical expansion [40]. Note, however, that in the femto-universe the leading semiclassical result
(3.43) does not vanish for N = 2.

31The importance of studying ~m 6= 0 backgrounds was also stressed in [67].
32The Gauss’ law constraint and the definition of the physical Hilbert space (3.9) is modified by adding the

fermions, but we will not need an explicit expression.

– 19 –

anomaly free chiral

follows, we shall only consider the discrete chiral symmetry which is defined as the center of
the full unbroken chiral symmetry, that is Z2nfN . The classical U(1) 2 U(nf ) chiral current
operator ĵµ

f
= �̂a †�̄µ�̂a, with a sum over a and flavour understood, has an anomaly given by

the (Heisenberg picture) operator equation

@µĵ
µ

f
= @µ(�̂

a †�̄µ�̂a
) = 2nfN@µK̂

µ . (3.48)

This allows one to define a conserved but gauge variant current which we label Ĵµ

5 for historical
reasons:33

Ĵµ

5 = ĵµ
f
� 2nfNK̂µ . (3.49)

The corresponding U(1) charge operator, Q̂5 =
R
d3xĴ0

5 =
R
d3xĵ0

f
� 2nfN

R
d3xK̂0, com-

mutes with the Hamiltonian but is not gauge invariant. However, the unitary operator rep-
resenting a Z(0)

2nfN
subgroup of the chiral symmetry is gauge invariant34

X̂Z(0)
2nfN

= e
i

2⇡
2nfN Q̂5

= e
i

2⇡
2nfN

R
d
3
xĵ

0
f V̂ �1

2⇡ , (3.50)

with V̂2⇡ from (3.23). Since the fermions are adjoint and the operator
R
d3xĵ0

f
contains a trace

in its definition, the fermion part of the chiral symmetry operator commutes with the 1-form
center symmetry generators T̂j . Hence, the algebra between X̂Z(0)

2nfN
and the T̂j is exactly the

same as between V̂2⇡ and Z(1)
N

symmetry generators T̂j of eqn. (3.26)

T̂j X̂Z(0)
2nfN

= e�i
2⇡
N mj X̂Z(0)

2nfN
T̂j . (3.51)

This implies that the discrete chiral symmetry transformation results in a shift ~e ! ~e� ~m.
We can now return to our example of ~m = (0, 0, 1). We have, as in the pure gauge theory,

that T̂1,2 commute with the Hamiltonian and the chiral symmetry generator X̂Z(0)
2nfN

. Similar

to (3.40), the interesting part of the algebra is

[T̂3, Ĥ] = 0, [X̂Z(0)
2nfN

, Ĥ] = 0, T̂3 X̂Z(0)
2nfN

= e�i
2⇡
N X̂Z(0)

2nfN
T̂3. (3.52)

As Ĥ commutes with T̂3, as before, we can label energy eigenstates as |E, e3i. Clearly, the
algebra (3.52) then requires that

X̂Z(0)
2nfN

|E, e3i = |E, e3 � 1i . (3.53)

Therefore, the discrete chiral symmetry transformation cyclically permutes all N electric flux
states. This suggests an N -fold degeneracy and the spontaneous breaking of the discrete

33See [69] for the calculation of the relevant field-current and current-current equal-time commutators.
34The discussion that follows parallels the one in the charge q > 1 Schwinger model [13]. In particular, the

algebra (3.51) with mj = 1, for one chosen j, is identical to the one found there.
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µ

f
= @µ(�̂

a †�̄µ�̂a
) = 2nfN@µK̂

µ . (3.48)

This allows one to define a conserved but gauge variant current which we label Ĵµ
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mixed chiral/center anomaly 
in  leads to extended algebra                 ⃗m = (0,0,1)

- implies N-fold degeneracy

[more general twists 
possible - not here!] 
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- implies N-fold degeneracy

- exact at any size … at least   T3 Z2nf N → Z2nf

- yes, for  (SYM)nf = 1

- various  proposals for R3 nf > 1 Cordova, Dumitrescu 2018
Anber, EP 2018
Ryttov, EP 2019
most recent lattice work
Athenodorou, Bennett, Bergner, Lucini 2021

- yes, for any  on nf < 6 R3 × S1 Unsal 2007

- other groups:      2-fold ,    3-fold,   4-fold degeneracies on T3

Z2, Z2 × Z2 Z3 Z4whose center is 

- min. breaking with multi-fermion condensates (or bilinear)



6 Summary & outlook

- the mixed anomaly between 0-form parity/chiral/ and 1-form center 
can be seen as an extension of the symmetry operator algebra on  

 with twisted b.c. (= 2-form background for the 1-form center symmetry)T3

electric flux states on T3
- these central extensions imply exact degeneracies between appropriate 

What I told you: 



6 Summary & outlook

how is tunneling at finite volume avoided?  
(learn more about semiclassics?)   

may be useful for lattice studies ( , especially)?θ = π

do more general anomalies involving 0-form and 1-
form symmetries have Hilbert space implications?

what happens in theories (e.g.  QCD(adj))  

thought to flow to CFTs in  limit?
nf = 4,5

R3

Lingering questions: 


