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We know
!
!
!
!
   !
!
!
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We don’t know
1. Dark matter mass!
! ! axion meV ,  WIMP 100 GeV!
!
2. Dark matter talks to Standard Model!
!
3. Hidden Universe. !
     One component or two components dark matter?!
     composite field. !
     excited dark matter. !
     self-interact or not!
!
4. …!
!
However,  we have constraints and some hints of dark matter    !
                   from many observations!
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Vector Portal!
1. Neutrino Portal, Higgs Portal, Vector Portal!
     H+H  (λ S2 + μ S)   Higgs portal, Singlet scalar !
     L H N           neutrino portal!
     Bμν Vμν        vector portal!
!
2. Lagrangian and field redefinition!
   L = -1/4 (Bμν Bμν + Fʹ′μνFʹ′μν - 2ε BμνFʹ′μν) + 1/2 m2 Aʹ′μ Aʹ′μ - gY Jμ Bμ!
   Field redefinition:    Bμν ≃ Bμν + ε Fʹ′μν, ( mass basis )!
   modify EM          ε gY Jμ Aʹ′μ!
       !
3.     ε  range!
!
       1-loop,  ε ∼ 10-4 

          2-loop,  ε ∼ 10-8
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making dark photon
1. Bremsstrahlung     !
2  Direct       !
3.  Meson decay  ( π0 → 𝛾 e+ e- )!
!
!
   !
!
!
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3.1 Principles of hidden photons in electron fixed-target experiments 67

In the range of low masses and small kinetic mixing, where the hidden photon pro-

duction rates are low, searches at fixed-target experiments are better suited than those

at colliders. One reason is that a fixed-target set-up can collect larger luminosities then

achieved at a collider. Assuming the same beam, consisting of Ne electrons in one bunch,

being either dumped onto a target or collided head-on with a second identical beam one

can relate the luminosity of both respective set-ups. We roughly estimate the luminosity

Lft at the fixed-target set-up and the luminosity Lcoll at a collider as

Lft ' Ne
N0⇢shlsh

A
versus Lcoll ' N2

e

Ab
, (3.1)

where the target has density ⇢sh, number density nsh, atomic mass A and e↵ective shield

thickness lsh, while the second beam has cross-sectional area Ab and bunch length lb.

Thus, the luminosity at a fixed-target experiment could in principle be by a factor

(N0⇢shlshAb)/(ANe) ' nsh/ne ⇥ lsh/lb ' O(106) larger than at a collider. However,

the actual experiments under consideration typically collect O(ab�1) per day so that the

di↵erence compared to state-of-the-art e+e� machines like Belle, which collects O(ab�1)

per decade, is only O(103). Another advantage of fixed-target experiments over colliders

arises from the cross sections for the hidden photon production processes in both cases,

sketched in Fig. 3.2, which scale as

�ft
�0 ⇠ ↵3Z2�2

m2
�0

versus �coll
�0 ⇠ ↵2�2

E2
. (3.2)

For typical values of � ' 10�4 and m�0 ' 50 MeV, the cross section �ft
�0 can be roughly

O(pb) at a fixed-target experiment with a tungsten target. It is therefore considerably

larger than �coll
�0 of O(fb) which is achieved for the same parameters at a collider with

an energy of 1 GeV.
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�

Figure 3.2: Di↵erent production processes for hidden photons.

Left: Production in bremsstrahlung o↵ the initial electron beam at a fixed-target experiment.

Right: Production at an e+e� collider.

In the 1980s and early 1990s, several electron beam dump experiments have been

carried out to search for light metastable pseudoscalar (axion-like) or scalar (Higgs-like)

particles. In this way, it was, for example, possible to rule out an axion-like particle with
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Beam Dump Experiments
1. beam dump experiments!
!
!
!
!
2. Decay length of dark photon, ( displaced !
   vertex  vs. prompt decay ) !
   decay length ≃  0.8 cm × ( E0/ 10 GeV) !
! ! ! × (10-4/ ε )2 (100 MeV/ mAʹ′)2!
     decay length ∼  1/ ( ε ×  mAʹ′ )2!
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behind the front edge of the target, is given by

dN�0

dx0 dz
= Ne

N0X0

A
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0+m
e

dEe
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#
,

(3.21)

where Ne and E0 are the number and energy of the incident electrons, respectively,

N0 ' 6 ⇥ 1023 mole�1 is Avogadro’s number, ⇢sh and X0 are the density and unit

radiation length of the target, respectively. The di↵erential cross section d�/dxe is given

in Eq. (3.10) (cf. also Appendix B.2 and Eq. (B.7)), the electron energy distribution

Ie(E0, Ee, t) in Eq. (3.16) and the di↵erential decay probability dP/dz in Eq. (3.20).

3.1.4 Special case: thick target beam dump experiment

For the thick target experiments we are interested in, most of the hidden photon pro-

duction takes place within the first radiation length. Therefore, the dependence of the

hidden photon decay probability on tsh can be neglected and Eq. (3.21) simplifies to
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(3.22)

Since only hidden photons that decay between the end of the shield and before, or within,

the detector can be observed, z has to be integrated from Lsh to the total length Ltot of

the experiment. This leads to

dN�0

dx0
' Ne

N0X0

A

Z E0

E
�

0+m
e

dEe

Z Tsh

0
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⌘#

, (3.23)

where Ltot ⌘ Lsh+Ldec with the length of the decay region Ldec, as sketched in Fig. 3.1.

The total number of events behind the dump, resulting from the decay of the hidden

photon, is thus obtained by integrating over x0 or equivalently over E�0 as

N�0 ' Ne
N0X0

A

Z E0�m
e

m
�

0

dE�0
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�
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BRdetect , (3.24)

where BRdetect is the branching ratio into those decay products that the detector is

sensitive to, i.e. electrons, muons or both.

For a specific experimental set-up, a constraint as a function of m�0 and � can be

derived by comparing the upper limit on the number of events observed in an experiment
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3.3 Limits on hidden photons from electron beam dump

experiments

Combining the results of the last two sections allows us to determine the 95% C.L.

exclusion limits on hidden photons from electron beam dump experiments. In Sec. 3.1,

the process of hidden photon production in bremsstrahlung and the subsequent decay

into leptons was studied. This analysis took the pseudophoton-flux of the Weizsäcker–

Williams approximation, nuclear and atomic size e↵ects as well as the energy distribution

of electrons in the target into account. Those considerations condensed in the final

formula (3.24) giving the theoretical prediction for the number of expected events from

hidden photon decays in an ideal experiment which detects all produced leptons, see

also Appendix B.6. The limitations of a real experimental set-up like the geometry and

finite detector size demand a scaling down of this estimate. Comparing the kinematics,

emission angles and trajectories obtained using MadGraph Monte Carlo simulations

with the layout of the experiments presented in Sec. 3.2.1 allows to determine the actual

acceptance, as discussed in Sec. 3.2.2.
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E137
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mg' @GeVD
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Figure 3.8: Limits on the hidden photon mass m
�

0 and the kinetic mixing � from di↵erent

electron beam dump experiments. The limits from the experiments at KEK (dash-dotted

green line) and in Orsay (solid blue line) have been presented for the first time in the context

of this work. The limits from E141 (dotted purple line), E137 (dashed red line) and E774

(long-dashed orange line), which were already considered in Ref. [266], have been reanalysed

in the present work. Our analysis of all these limits takes the experimental acceptances

determined with MadGraph into account.



Meson Decays
Low energy collider can produce large numbers of mesons.!
!
1. reach estimation!
!
!
   !
!
!
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X ! Y U nX mX �mY (MeV) BR(X ! Y + �) BR(X ! Y + `+`�) ✏ 
⌘ ! �U n⌘ ⇠ 107 547 2⇥ 39.8% 6⇥ 10�4 2⇥ 10�3

! ! ⇡0U n! ⇠ 107 648 8.9% 7.7⇥ 10�4 5⇥ 10�3

�! ⌘U n� ⇠ 1010 472 1.3% 1.15⇥ 10�4 1⇥ 10�3

K0

L ! �U nK0
L
⇠ 1011 497 2⇥ (5.5⇥ 10�4) 9.5⇥ 10�6 2⇥ 10�3

K+ ! ⇡+U nK+ ⇠ 1010 354 - 2.88⇥ 10�7 7⇥ 10�3

K+ ! µ+⌫U nK+ ⇠ 1010 392 6.2⇥ 10�3 7⇥ 10�8a 2⇥ 10�3

K+ ! e+⌫U nK+ ⇠ 1010 496 1.5⇥ 10�5 2.5⇥ 10�8 7⇥ 10�3

aBranching ratio BR(K+ ! µ+⌫e+e�) for me+e� > 145 MeV [39]

TABLE I: Reach in U-boson coupling in several competitive meson decay channels, assuming

branching ratios to e+e�, µ+µ� are similar if allowed by phase space. We take mU = 250 MeV

for this table. mX �mY is the largest mU which can be probed in a particular channel, although

reach will certainly reduce near kinematical boundary. Only mX �mY > 200 MeV included. We

elaborate on the treatment of the Kaon decay channels and discuss the decays of J/ and ⌥ in the

text. Unless stated otherwise, the branching ratios are taken from the meson summary tables in

Ref. [40].

In Table I, we collect the set of potentially useful channels, and estimate their reach.

The numbers nX are obtained either from meson factories in the cases of � and Kaon, or

estimated from the best measured decay branching ratios assuming
p

n statistical fluctu-

ations. As shown in Eq. 10, the coupling we probe scales as ✏ / n

�1/4
X . Therefore, an

order of magnitude uncertainty in estimating nX will result in about 25% error in the reach

projection. We emphasize that the results presented here are only approximate order of

magnitude projections, designed to highlight the useful channels. Accurate reach in each

channel requires more careful analysis taking into account both theoretical considerations

(such as form factors) and experimental details.

We briefly describe our treatment of the K

+ decay modes. The two body decay mode

K

+ ! ⇡

+

� with on-shell photon does not exist. We estimated the reach in this channel
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IV. U IN MESON DECAYS

A. Generalities

Low energy colliders also produced large numbers of mesons. Many mesons have decay

channels into photons. Therefore, they can also decay into the U-boson with branching ratio

BR(X ! Y + U) ⇡ ✏

2BR(X ! Y + �). This is followed by U ! `

+

`

�. In cases where

BR(X ! Y `

+

`

�) are measured and consistent with the SM prediction, a simple way to

estimate the reach on the U-boson is to demand BR(X ! Y + U) ⇥ BR(U ! `

+

`

�) less

than xBR(X ! Y `

+

`

�)
exp

, where x is determined by experimental precision and theoretical

uncertainties. However, the U-boson should be a narrow resonance in such channels. A

dedicated search for it should have a better reach. In the following, we will first present

estimates of discovery reach in various channels. Then, we perform a careful analysis for

an important channel, � ! ⌘U . The dominant background is X ! Y + �

⇤ ! Y + `

+

`

�,

where m`+`� = q�⇤ = mU . The number of events in a window of �m around m`+`� = mU is

approximately

nXBR(X ! Y + `

+

`

�)
�m

mU

1

log[(mX � mY )/2m`]
, (9)

where nX is the number of X mesons which have been produced. (This assumes an approx-

imate 1

q2
�⇤

dependence on the photon virtuality, which may be altered by form factors or by

diagrams that contribute to the background but not the on-shell U-boson signal.) The signal

significance is

Sp
B

⇡ p
nX

✏

2 ⇥ BR(X ! Y + �) ⇥ BR(U ! `

+

`

�)p
BR(X ! Y + �

⇤ ! Y + `

+

`

�)

s
mU

�m

log

✓
mX � mY

2m`

◆
. (10)

Typically, we have

BR(X ! Y + �

⇤ ! Y + `

+

`

�) ⇠ 10�2 ⇥ BR(X ! Y + �) (11)

Therefore, for percentage level branching ratio BR(X ! Y +�), we need about nX ⇠ O(109)

to reach ✏  10�3. Less statistics are required if the meson X has a larger branching ratio

to photon.
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dark photon search
1. Beam dump   Fixed target     Collider !
!
!
2. Bremsstrahlung     Direct       Meson decay

9
10-3 10-2 10-1 110-11

10-10
10-9
10-8
10-7
10-6
10-5
10-4
10-3
10-2

mA' HGeVL

e

A' Æ Standard Model

U70

E137

E141

E774

CHARM

am, 5s

am,±2s favored

ae

BaBar

KLOEWASA

SN

LSND

APEXêMAMI
Test Runs

Orsay

10-3 10-2 10-1 1

10-5

10-4

10-3

10-2

mA' HGeVL

e

A' Æ Standard Model

APEXêMAMI
Test Runs

U70

E141

E774

am, 5s

am,±2s favored

ae

BaBar

KLOEWASA

Orsay HPS

APEX
DarkLight

VEPP-3

MESA

MAMI

FIG. 6. Parameter space for dark photons (A0) with mass mA0 > 1 MeV (see Fig. 7 for

mA0 < 1 MeV). Shown are existing 90% confidence level limits from the SLAC and Fermilab

beam dump experiments E137, E141, and E774 [116–119] the electron and muon anomalous mag-

netic moment aµ [120–122], KLOE [123] (see also [124]), WASA-at-COSY [125], the test run results

reported by APEX [126] and MAMI [127], an estimate using a BaBar result [116, 128, 129], and a

constraint from supernova cooling [116, 130, 131]. In the green band, the A0 can explain the ob-

served discrepancy between the calculated and measured muon anomalous magnetic moment [120]

at 90% confidence level. On the right, we show in more detail the parameter space for larger values

of ✏. This parameter space can be probed by several proposed experiments, including APEX [132],

HPS [133], DarkLight [134], VEPP-3 [135, 136], MAMI, and MESA [137]. Existing and future

e+e� colliders such as BABAR, BELLE, KLOE, SuperB, BELLE-2, and KLOE-2 can also probe

large parts of the parameter space for ✏ > 10�4 � 10�3; their reach is not explicitly shown.

string theory constructions can generate much smaller ✏. While there is no clear minimum

for ✏, values in the 10�12 � 10�3 range have been predicted in the literature [140–143].

A dark sector consisting of particles that do not couple to any of the known forces and

containing an A0 is commonplace in many new physics scenarios. Such hidden sectors can

have a rich structure, consisting of, for example, fermions and many other gauge bosons.

The photon coupling to the A0 could provide the only non-gravitational window into their

existence. Hidden sectors are generic, for example, in string theory constructions [144–147].

and recent studies have drawn a very clear picture of the di↵erent possibilities obtainable in

type-II compactifications (see dotted contours in Fig. 7). Several portals beyond the kinetic
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FIG. 9: The raw gamma-ray maps (left) and the residual maps after subtracting the best-fit Galactic di�use model, 20 cm
template, point sources, and isotropic template (right), in units of photons/cm2/s/sr. The right frames clearly contain a
significant central and spatially extended excess, peaking at �1-3 GeV. Results are shown in galactic coordinates, and all maps
have been smoothed by a 0.25� Gaussian.

of the Galactic Plane, while values greater than one are
preferentially extended perpendicular to the plane. In
each case, the profile slope averaged over all orientations
is taken to be � = 1.3 (left) and 1.2 (right). From this
figure, it is clear that the gamma-ray excess prefers to
be fit by an approximately spherically symmetric distri-
bution, and disfavors any axis ratio which departs from
unity by more than approximately 20%.

In Fig. 11, we generalize this approach within our
Galactic Center analysis to test morphologies that are

not only elongated along or perpendicular to the Galac-
tic Plane, but along any arbitrary orientation. Again,
we find that that the quality of the fit worsens if the the
template is significantly elongated either along or per-
pendicular to the direction of the Galactic Plane. A mild
statistical preference is found, however, for a morphology
with an axis ratio of �1.3-1.4 elongated along an axis ro-
tated �35� counterclockwise from the Galactic Plane in
galactic coordinates (a similar preference was also found
in our Inner Galaxy analysis). While this may be a statis-
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FIG. 4: The spatial templates (in galactic coordinates) for the Galactic di↵use model (upper left), the Fermi bubbles (upper
right), and dark matter annihilation products (lower), as used in our Inner Galaxy analysis. The scale is logarithmic (base
10), normalized to the brightest point in each map. The di↵use model template is shown as evaluated at 2 GeV, and the dark
matter template corresponds to a generalized NFW profile with an inner slope of � = 1.3.

These cuts on CTBCORE have a substantial impact
on Fermi ’s PSF, especially at low energies. In Fig. 3,
we show the PSF for front-converting, Ultraclean events,
at three representative energies, for di↵erent cuts on
CTBCORE (all events, Q2, and Q1). Such a cut can
be used to mitigate the leakage of astrophysical emission
from the Galactic Plane and point sources into our re-
gions of interest. This leakage is most problematic at
low energies, where the PSF is quite broad and where
the CTBCORE cut has the greatest impact. These new
event classes and their characterization will be further
detailed in an upcoming paper, which will be accompa-
nied by a data release of all-sky maps for each class, and
the instrument response function files necessary for use
with the Fermi Science Tools [40].

Throughout the remainder of this study, we will em-
ploy the Q2 event class, corresponding to the top 50%
(by CTBCORE) of Fermi ’s front-converting, Ultraclean
photons, except at energies above 10 GeV, where we do
not apply any additional cuts to CTBCORE.

IV. THE INNER GALAXY

In this section, we follow the procedure previously pur-
sued in Ref. [8] (see also Refs. [41, 42]) to study the
gamma-ray emission from the Inner Galaxy. We use the
term “Inner Galaxy” to denote the region of the sky that
lies within several tens of degrees around the Galactic
Center, excepting the Galactic Plane itself (|b| < 1�),

which we mask in this portion of our analysis.

Throughout our analysis, we make use of the Pass 7
(V15) reprocessed data taken between August 4, 2008
and December 5, 2013, using only front-converting, Ul-
traclean class events which pass the Q2 CTBCORE cut
as described in Sec. III. We also apply standard cuts to
ensure data quality (zenith angle < 100�, instrumental
rocking angle < 52�, DATA QUAL = 1, LAT CONFIG=1).
Using this data set, we have generated a map of the
gamma-ray sky, smoothed to 2 degrees full-width-half-
maximum. We apply the point source subtraction
method described in Ref. [42], using the 1FGL catalogue
and masking out the 200 brightest sources. We then per-
formed a pixel-based maximum likelihood analysis on the
map, fitting the data in each energy bin to a sum of spa-
tial templates. These templates consist of: 1) the Fermi

Collaboration p6v11 Galactic di↵use model (which we
refer to as the Pass 6 Di↵use Model),1 2) an isotropic
map, intended to account for the extragalactic gamma-
ray background and residual cosmic-ray contamination,
and 3) a uniform-brightness spatial template coincident
with the features known as the Fermi Bubbles, as de-
scribed in Ref. [42]. In addition to these three back-

1 Unlike more recently released Galactic di↵use models, the p6v11
di↵use model does not include a component corresponding to
the Fermi Bubbles. By using this model, we are free to fit the
Fermi Bubbles component independently. See Appendix D for a
discussion of the impact of varying the di↵use model.
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FIG. 4: The spatial templates (in galactic coordinates) for the Galactic di↵use model (upper left), the Fermi bubbles (upper
right), and dark matter annihilation products (lower), as used in our Inner Galaxy analysis. The scale is logarithmic (base
10), normalized to the brightest point in each map. The di↵use model template is shown as evaluated at 2 GeV, and the dark
matter template corresponds to a generalized NFW profile with an inner slope of � = 1.3.

These cuts on CTBCORE have a substantial impact
on Fermi ’s PSF, especially at low energies. In Fig. 3,
we show the PSF for front-converting, Ultraclean events,
at three representative energies, for di↵erent cuts on
CTBCORE (all events, Q2, and Q1). Such a cut can
be used to mitigate the leakage of astrophysical emission
from the Galactic Plane and point sources into our re-
gions of interest. This leakage is most problematic at
low energies, where the PSF is quite broad and where
the CTBCORE cut has the greatest impact. These new
event classes and their characterization will be further
detailed in an upcoming paper, which will be accompa-
nied by a data release of all-sky maps for each class, and
the instrument response function files necessary for use
with the Fermi Science Tools [40].

Throughout the remainder of this study, we will em-
ploy the Q2 event class, corresponding to the top 50%
(by CTBCORE) of Fermi ’s front-converting, Ultraclean
photons, except at energies above 10 GeV, where we do
not apply any additional cuts to CTBCORE.

IV. THE INNER GALAXY

In this section, we follow the procedure previously pur-
sued in Ref. [8] (see also Refs. [41, 42]) to study the
gamma-ray emission from the Inner Galaxy. We use the
term “Inner Galaxy” to denote the region of the sky that
lies within several tens of degrees around the Galactic
Center, excepting the Galactic Plane itself (|b| < 1�),

which we mask in this portion of our analysis.

Throughout our analysis, we make use of the Pass 7
(V15) reprocessed data taken between August 4, 2008
and December 5, 2013, using only front-converting, Ul-
traclean class events which pass the Q2 CTBCORE cut
as described in Sec. III. We also apply standard cuts to
ensure data quality (zenith angle < 100�, instrumental
rocking angle < 52�, DATA QUAL = 1, LAT CONFIG=1).
Using this data set, we have generated a map of the
gamma-ray sky, smoothed to 2 degrees full-width-half-
maximum. We apply the point source subtraction
method described in Ref. [42], using the 1FGL catalogue
and masking out the 200 brightest sources. We then per-
formed a pixel-based maximum likelihood analysis on the
map, fitting the data in each energy bin to a sum of spa-
tial templates. These templates consist of: 1) the Fermi

Collaboration p6v11 Galactic di↵use model (which we
refer to as the Pass 6 Di↵use Model),1 2) an isotropic
map, intended to account for the extragalactic gamma-
ray background and residual cosmic-ray contamination,
and 3) a uniform-brightness spatial template coincident
with the features known as the Fermi Bubbles, as de-
scribed in Ref. [42]. In addition to these three back-

1 Unlike more recently released Galactic di↵use models, the p6v11
di↵use model does not include a component corresponding to
the Fermi Bubbles. By using this model, we are free to fit the
Fermi Bubbles component independently. See Appendix D for a
discussion of the impact of varying the di↵use model.
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3

to have a non-zero spin-independent elastic cross section
of DM on nuclei.

Integrating out the Higgs in the limit of negligible ex-
changed momentum, it is possible to write the following
e⇥ective interactions between DM and light quarks and
gluons inside the nucleus

Le�
S = ⌅S

2m2
h

S2 ⌃��q mqqq ⇥ �s

4⌃
G2⌥ , (10)

with q = u, d, s, and G2 = Gµ⌅G
µ⌅ , where Gµ⌅ is the

gluon field strength. Using this e⇥ective interaction, it
is straightforward to compute the spin-independent cross
section describing the elastic DM-nucleon scattering

�SI = ⌅2Sf2
N

4⌃

µ2
Sm

2
N

m4
hm

2
S

, (11)

where µS ⇥ mNmS�(mN + mS) is the DM-nucleon re-
duced mass, mN = 0.946 GeV is the nucleon mass, and
fN = 0.303 is the Higgs-nucleon coupling. The LUX ex-
periment has reported the strongest limit on �SI [14].

III. CONSTRAINING THE HIGGS PORTAL
WITH ANTIPROTONS: OVERVIEW AND

RESULTS

A. Selection of Propagation Models

The evolution of the cosmic ray density in the galaxy
is derived from the Boltzmann equation, writing as the
following propagation equation,

�Ni

�t
= ⇥⇤ � (D⇤⇥ vc)Ni ⇥ �

�p
⇤ṗ ⇥ p

3
⇤ � vc⇧Ni

+ �

�p
p2Dpp

�

�p

Ni

p2
+Qi(p, r, z)

+ �
j>i
⇥ngas(r, z)�jiNj ⇥ ⇥ngas�

in
i (Ek)Ni ,(12)

where Ni = Ni(r, z, p, t) is the density per total unit mo-
mentum of the i-th atomic species, p is its momentum
and ⇥ is its velocity. In this equation, D is the di⇥usion
coe⇧cient, vc is the convection velocity, and Dpp is the
di⇥usion coe⇧cient in momentum space. The distribu-
tion of gas in the interstellar medium concentrates near
the disk of the galaxy. Its number density is denoted
as ngas, which is mainly constituted by the atomic and
molecular hydrogen and helium. By scattering with the
interstellar gas inelastically, the i-th atom is generated by
nuclear species j with the cross section �ji, and mean-
while this atom is generating other nuclear species with
the total cross section �in

i .
In the propagation eq. 12, as an assumption the di⇥u-

sion coe⇧cient D is taken in the form as,

D(⌥, r, z) =D0⇥
⇥e⇥z⇥�zt ⇤ ⌥

⌥0
⇧� , (13)

where the rigidity of the nucleus of charge Z is ⌥ =
p⇥�(Ze), and D0 is the normalization of the di⇥usion
coe⇧cient at reference rigidity ⌥0 = 3 GV; it is also has
vertically spatial dependence, which is assumed to be ex-
ponential with scale height zt. Additionally, in order to
control the low energy behavior, an phenomenological
parameter ⇤ is introduced.

Although there are many phenomenological parame-
ters in Eq. 12, we will use five benchmark models to cap-
ture its uncertainties. In the table I, we choose the five
benchmark models by minimizing the  2 against B/C
data. The B/C data employed here are HEAO3 [31],
ACE, CREAM [32] and CRN [33]. In this analysis, D0,
⇤ and Alfvén velocity vA are floating, while the other
parameters in the propagation models are set fixed [15].
The data with energy larger than 0.5 GeV are considered,
and the solar modulation is fixed for the fit, � = 0.55 GV.

After selecting our propagation models,

Model zt (kpc) ⇥ � dvc
dz
( km
s�kpc) D0 (1028 cm2�s) ⇤ vA (km�s) � (GV) ⌅2

B�C ⌅2
p̄�p ⌅2

p̄�p,PAMELA

KRA 4 0.50 2.35 0 2.68 -0.384 21.07 0.950 0.95 1.26 1.08

THN 0.5 0.50 2.35 0 0.32 -0.600 17.87 0.950 0.88 1.41 1.26

THK 10 0.50 2.35 0 4.45 -0.332 19.91 0.950 0.98 1.24 1.08

KOL 4 0.33 1.78 / 2.45 0 4.45 1.00 40.00 0.673 0.57 1.11 0.93

CON 4 0.60 1.93 / 2.35 50 0.99 0.786 40.00 0.19 0.58 1.00 0.67

TABLE I: The parameters in the five reference models

1. acceleration!
2. Diffusion!
3. Energy loss!
4. Convection!
5. Re-acceleration!
6. Spallation !
... ...
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Figure 7. Plain GCE energy spectrum as extracted from our baseline ROI, assuming a generalized
NFW profile with an inner slope � = 1.2, for all of the 60 GDE models (yellow lines). We highlight
the model that provides the best overall fit to the data (model F, green points) and our reference
model from the discussion in section 3 (model A, red points), together with ±1� statistical errors.
For all 60 GDE models, we find a pronounced excess that peaks at around 1–3 GeV, and follows a
falling power-law at higher energies.
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Figure 8. Energy spectra of di↵erent components (dotted lines) from a template fit to the data (black
points), compared to the predicted GDE model fluxes (solid lines). The reference model A is shown
in the left panel, while the GDE model that provides the best-fit to the data, model F, is shown in
the right panel.
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FIG. 5: Left frame: The value of the formal statistical �2� lnL (referred to as ��2) extracted from the likelihood fit, as
a function of the inner slope of the dark matter halo profile, �. Results are shown using gamma-ray data from the full sky
(solid line) and only the southern sky (dashed line). Unlike in the analysis of Ref. [8], we do not find any large north-south
asymmetry in the preferred value of �. Right frame: The spectrum of the dark matter component, for a template corresponding
to a generalized NFW halo profile with an inner slope of � = 1.26 (normalized to the flux at an angle of 5� from the Galactic
Center). Shown for comparison (solid line) is the spectrum predicted from a 35.25 GeV dark matter particle annihilating to bb̄
with a cross section of �v = 1.7⇥ 10�26 cm3/s ⇥ [(0.3GeV/cm3)/⇢

local

]2.

ground templates, we include an additional dark matter
template, motivated by the hypothesis that the previ-
ously reported gamma-ray excess originates from annihi-
lating dark matter. In particular, our dark matter tem-
plate is taken to be proportional to the line-of-sight inte-
gral of the dark matter density squared, J( ), for a gen-
eralized NFW density profile (see Eqs. 2–3). The spatial
morphology of the Galactic di↵use model (as evaluated
at 2 GeV), Fermi Bubbles, and dark matter templates
are each shown in Fig. 4.

As found in previous studies [8, 9], the inclusion of the
dark matter template dramatically improves the quality
of the fit to the Fermi data. For the best-fit spectrum and
halo profile, we find that the inclusion of the dark matter
template improves the formal fit by ��2 ' 1672, cor-
responding to a statistical preference greater than 40�.
When considering this enormous statistical significance,
one should keep in mind that in addition to statistical er-
rors there is a degree of unavoidable and unaccounted-for
systematic error, in that neither model (with or without
a dark matter component) is a “good fit” in the sense
of describing the sky to the level of Poisson noise. That
being said, the data do very strongly prefer the presence
of a gamma-ray component with a morphology similar
to that predicted from annihilating dark matter (see Ap-
pendices B and D for further details).2

2 Previous studies [8, 9] have taken the approach of fitting for the
spectrum of the Fermi Bubbles as a function of latitude, and then
subtracting an estimated underlying spectrum for the Bubbles
(based on high-latitude data) in order to extract the few-GeV

As in Ref. [8], we vary the value of the inner slope of
the generalized NFW profile, �, and compare the change
in the log-likelihood, � lnL, between the resulting fits in
order to determine the preferred range for the value of
�.3 The results of this exercise (as performed over 0.5-
10 GeV) are shown in the left frame of Fig. 5. While
previous fits (which did not employ any additional cuts
on CTBCORE) preferred an inner slope of � ' 1.2 [8],
we find that a slightly steeper value of � ' 1.26 provides
the best fit to the data. Also, in contrast to Ref. [8],
we find no significant di↵erence in the slope preferred
by the fit over the entire sky, and by a fit only over the
southern sky (b < 0). This can be seen directly from
the left frame of Fig. 5, where the full-sky and southern-
sky fits for the same level of masking are found to favor
quite similar values of � (the southern sky distribution
is broader than that for the full sky simply due to the
di↵erence in the number of photons).

In the right frame of Fig. 5, we show the spectrum of
the emission correlated with the dark matter template,
for the best-fit value of � = 1.26. While no significant
emission is absorbed by this template at energies above
⇠10 GeV, a bright and robust component is present at
lower energies, peaking near ⇠1-3 GeV. Relative to the

excess. However, this approach discards information on the true
morphology of the signal, as well as requiring an assumption for
the Bubbles spectrum. It was shown in Ref. [8] (and also in this
work, see Appendices B and D) that the excess is not confined
to the Bubbles and the fit strongly prefers to correlate it with a
dark matter template if one is available.

3 Throughout, we denote the quantity �2 lnL by �2.
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FIG. 14: The quality of the fit (�2, over 25-1 degrees-of-freedom) for various annihilating dark matter models to the spectrum
of the anomalous gamma-ray emission from the Inner Galaxy (as shown in Fig. 5) as a function of mass, and marginalized
over the value of the annihilation cross section. In the left frame, we show results for dark matter particles which annihilate
uniquely to bb̄, cc̄, ss̄, light quarks (uū and/or dd̄), or ⌧+⌧�. In the right frame, we consider models in which the dark matter
annihilates to a combination of channels, with cross sections proportional to the square of the mass of the final state particles,
the square of the charge of the final state particles, democratically to all kinematically accessible Standard Model fermions, or
80% to ⌧+⌧� and 20% to bb̄. The best fits are found for dark matter particles with masses in the range of ⇠20-40 GeV and
which annihilate mostly to quarks.

FIG. 15: The range of the dark matter mass and annihilation cross section required to fit the gamma-ray spectrum observed
from the Inner Galaxy, for a variety of annihilation channels or combination of channels (see Fig. 14). The observed gamma-ray
spectrum is generally best fit by dark matter particles with a mass of ⇠20-40 GeV and that annihilate to quarks with a cross
section of �v ⇠ (1� 2)⇥ 10�26 cm3/s.

VII. IMPLICATIONS FOR DARK MATTER

In this section, we use the results of the previous sec-
tions to constrain the characteristics of the dark matter
particle species potentially responsible for the observed
gamma-ray excess. We begin by fitting various dark mat-
ter models to the spectrum of the gamma-ray excess as
found in our Inner Galaxy analysis (as shown in Fig. 5).
In Fig. 14, we plot the quality of this fit (�2) as a function

of the WIMP mass, for a number of dark matter annihila-
tion channels (or combination of channels), marginalized
over the value of the annihilation cross section. Given
that this fit is performed over 25-1 degrees-of-freedom,
a goodness-of-fit with a p-value of 0.05 (95% CL) cor-
responds to a �2 of approximately 36.8. We take any
value less than this to constitute a “good fit” to the Inner
Galaxy spectrum. Excellent fits are found for dark mat-
ter that annihilates to bottom, strange, or charm quarks
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χ + χ→ b + b ( hydronic Channel)
1. The first model you think is Higgs portal dark matter, !
    but it is ruled out by dark matter direct detection
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Appendix A: Antiproton spectrum and three-body
final states

The antiproton energy spectrum, i.e. the number of
antiprotons produced per unit energy per each DM an-
nihilation, is given by

dN

dE
�
p̄
= 1

�⇥vrel� ⇤⇥f �⇥fvrel� dN

dE
�f
p̄
, (A1)

where �⇥fvrel� is the thermally averaged annihilation
cross section relative to the final state f, dN⇥dE�fp̄ is the

number of antiprotons per unit energy produced per each
annihilation into the final state f, and �⇥vrel� = ��f ⇥fvrel�
is the total thermally averaged annihilation cross section.
At zero relative velocity, i.e. considering the annihilation
of DM today, we have �⇥fvrel� = ⇥fvrel�s=4m2

S
, while

⇥fvrel = 2⇧
s

⌃⌦⌦⌦�
�2
Sv

2

(s �m2
h)2 + �2

h,Sm
2
h

⌥↵↵↵ �h�f(⇧s) . (A2)

For the computation of dN⇥dE�fp̄ we use our own Monte
Carlo code based on PYTHIA 8.1 event generator [16,
17].

In order to fully reconstruct the antiproton energy
spectrum, the sum in Eq. (A1) cannot be restricted to
two-body tree level final states but has to include higher
order processes. As already discussed in Section IIA, if
f = qq̄ we have to include NLO QCD radiative corrections,
while if f = W +W �, ZZ we have to include, below the
two-body kinematical threshold, the annihilation modes
into o⇥-shell gauge bosons.

The most important di⇥erence w.r.t. the computation



our model
1. dark matter is fermion. !
    dark matter mass > dark photon mass!
    its cross section and thermal relic does not depend on ε!
!
!
2. GeV dark photon, Cascade decay to leptons and mesons!
!
!
!
   !
!
!
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annihilation rate to the observed gamma-ray and
radio fluxes is approximately ⇠10�26 cm3/s, al-
though uncertainties in the dark matter distribu-
tion make the extraction of this quantity uncertain
at the level of a factor of a few. This value is strik-
ingly similar to that required to thermally produce
the measured abundance of dark matter in the early
universe (�v ' 3⇥ 10�26 cm3/s).

• The spectra and time variation of events reported
by the DAMA/LIBRA, CoGeNT and CRESST-II
collaborations collectively favor a spin-independent
elastic scattering cross section between dark mat-
ter and nucleons on the order of � ⇠ 10�41 cm2

(assuming equal couplings to protons and neu-
trons) [15–17].

And while some of the features listed above are not
found among many of the most popular dark matter can-
didates (such as neutralinos), various models satisfying
these requirements have been proposed [7]. Perhaps the
simplest scenario considered thus far is one in which the
dark matter annihilates to the desired charged lepton fi-
nal states through the exchange of a new gauge boson
with much larger couplings to leptons than to quarks.
Such a leptophilic gauge boson could arise from the ad-
dition of a new gauge group, such as the anomaly free
U(1)Li�Lj , for example. Any gauge boson that cou-
ples to electrons (as required to generate the synchrotron
spectrum observed from radio filaments), however, must
contend with the rather stringent constraints from LEP
II. In particular, in order for the dark matter to anni-
hilate through the exchange of a leptophilic gauge bo-
son at a rate high enough to avoid being overproduced
in the early universe while also avoiding the constraints
from LEP II requires either that the gauge boson couples
much more strongly to the dark matter than to electrons,
or that the mass of the gauge boson lies near the reso-
nance mZ0 ⇠ 2mX , where mX denotes the mass of the
dark matter candidate [7]. And while either of these pos-
sibilities represent viable options from a model building
standpoint, neither are what one might have naively ex-
pected nature to provide.

In this article, we consider an alternative class of dark
matter models capable of explaining the indirect and di-
rect signals described above. Again, we consider a new
gauge boson, but with a mass lighter than that of the
dark matter itself, m� < mX . If the gauge group re-
sponsible for this new gauge boson is charged only to the
dark matter, such as U(1)X , then dark matter annihi-
lations will produce pairs of the new boson, which then
decay through kinetic mixing with the photon to Stan-
dard Model states. As we will show, for very plausible
values of the gauge coupling (gX ⇡ 0.06), gauge boson
mass (m� ⇠ 100 MeV- 3 GeV), and degree of kinetic
mixing (✏ ⇠ 10�3 � 10�6), the dark matter in this model
can account for the observed gamma-ray and synchrotron
spectra, as well as the anomalous direct direction signals.

II. DARK MATTER ANNIHILATION
THROUGH A NEW DARK FORCE

Dark matter interacting through dark forces has been
widely discussed in recent years, especially within the
context of e↵orts to provide an explanation for the
PAMELA positron excess [30–34]. The idea that dark
matter might be charged under a U(1) that kinetically
mixes with the photon was first considered by Holdom
nearly three decades ago [35]. Models in which the
dark matter could freeze-out by annihilations into a light
metastable dark force carrier were considered much more
recently by the authors of Ref. [36], who noted that high
energy e+e� final states were a natural consequence of
this channel. Such signals were subsequently studied
in Ref. [37]. Such models were studied in general in
Ref. [38], which examined both heavy WIMPs as well
as the possibility of ⇠MeV mass WIMPs to explain the
511 keV line observed by INTEGRAL.

Within the context of light WIMPs, Refs. [39–41]
pointed out that a ⇠GeV mass U(1) gauge boson which
kinetically mixes with electromagnetism could lead to a
large elastic scattering cross section between dark matter
and nuclei. And while the leptonic phenomenology (i.e.,
PAMELA) has been well explored for dark forces in the
case of heavy WIMPs, the indirect signals for the slightly
heavier � (with associated hadronic cascades) have not
been as thoroughly studied. Moreover, within the con-
text of light WIMPs, and specifically with connections
to observations of the Galactic Center, the associated
gamma-ray phenomenology has not previously been ex-
plored.

This simple model we consider in this article consists
of a stable Dirac fermion, X, which will serve as our dark
matter candidate, and a new U(1)X gauge group, broken
to provide a massive vector boson, �. If the mass of the
gauge boson is much lighter than the mass of the dark
matter candidate, m� ⌧ mX , then dark matter anni-
hilations will proceed dominantly through the t-channel
exchange of an X to a pair of � particles with a cross
section given by [37]:

�vXX!�� ' ⇡↵2
X

m2
X

⇡ 3⇥10�26 cm3/s

✓
gX
0.06

◆4✓10GeV

mX

◆2

,

(1)
where ↵X ⌘ g2X/4⇡ and gX is the gauge coupling of the
dark force. Note that for dark matter particles with a
mass in the range motivated by the aforementioned indi-
rect and direct signals (mX ⇠ 10 GeV), the measured
cosmological density of dark matter will be produced
thermally in the early universe for a gauge coupling of
gX ⇡ 0.06, regardless of the mass of the light force car-
rier, m�. With this in mind, we will fix the gauge cou-
pling to this value throughout the remainder of this pa-
per.

The leading interaction between the Standard Model
and the dark sector is kinetic mixing between the pho-



Photon Spectrum Computation
1. Branching ratio ( data driven method is employed)!
!
!
!
!
!
!
!
!
!
!
2. Boost Spectrum!
  to DM frame
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and 8 GeV because multi-body final states become increasingly important and there is not
enough experimental information to completely reconstruct the exclusive final states. The
8 GeV and 15 GeV were chosen to have m

�

separated enough from the quarkonia resonance
region (where the hadronization model we use from Pythia [21] su↵ers from large uncertain-
ties) and be above and below the bb̄ threshold. We catalogue the decay modes implemented
and branching fractions of � in Table 2.

m

�

Mode BF
200 MeV �! e

+
e

� 1
500 MeV �! e

+
e

� 4 · 10�1

�! µ

+
µ

� 4 · 10�1

�! ⇡

+
⇡

� 2 · 10�1

1.2 GeV �! e

+
e

� 3.4 · 10�1

�! µ

+
µ

� 3.3 · 10�1

�! !⇡

0 7.9 · 10�2

�! ⇡

+
⇡

�
⇡

0
⇡

0 7.5 · 10�2

�! ⇡

+
⇡

� 6.4 · 10�2

�! K

+
K

� 4.5 · 10�2

�! ⇡

+
⇡

+
⇡

�
⇡

� 4.1 · 10�2

�! ⇡

+
⇡

�
⇡

0 2.4 · 10�2

�! K

0
K̄

0 5 · 10�3

m

�

Mode BF
8 GeV �

+ ! e

+
e

� 1.6 · 10�1

�! µ

+
µ

� 1.6 · 10�1

�! ⌧

+
⌧

� 1.6 · 10�1

�! uū 2.1 · 10�1

�! dd̄ 5.2 · 10�2

�! cc̄ 2.1 · 10�1

�! ss̄ 5.2 · 10�2

15 GeV �

+ ! e

+
e

� 1.5 · 10�1

�! µ

+
µ

� 1.5 · 10�1

�! ⌧

+
⌧

� 1.5 · 10�1

�! uū 2.0 · 10�1

�! dd̄ 5.0 · 10�2

�! cc̄ 2.0 · 10�1

�! ss̄ 5.0 · 10�2

�! bb̄ 4.8 · 10�2

Table 2: Branching Fractions for �. The values for 0.5 and 1.2 GeV are extracted from
experimental data for exclusive e

+ + e

� ! hadrons processes [20], while for 8 and 15 GeV
are computed using BRIDGE.

To calculate the injection spectrums using existing Monte Carlo (MC) tools is quite dif-
ficult. The kinematic regime we study is based on very heavy particles annihilating through
very light particles, that subsequently decay. In this regime most MC generators that we
have used have di�culties. To generate our injection spectrums we were forced to use a
variety of generators linked together depending on the task: MadGraph/MadEvent [22],
BRIDGE [23], SHERPA [24], and Pythia [21].

For the SM annihilations ��! V V ! fermions, we generate parton level events keeping
spin correlations. We then shower and hadronize, including the e↵ects of photons that are
showered from the W gauge bosons [25]. To generate �� ! �� ! SM without the dark
sector parton shower we again generate parton level events including spin correlations. We
then shower and hadronize either the fundamental particles, or just shower the charged
mesons and their decay products. Unlike [16], when applicable, we include the O(1) e↵ects
of calculating photons showered from muon decays.

For the case when we include the dark sector parton shower, we first need to calculate the
massive vector boson splitting function for the SU(2) case that we have implemented. Given

7
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Results!
!
!
!
!
!
!
!
!
1. Dark force mass 0.4 GeV.   !
! ! ! φ → 2e , 2μ, 2π!
2. Dark force mass 0.59 GeV.!
                 φ → 2e , 2μ, 2π, 3π, π0γ, ηγ  !
                 η→ 39.31 % γγ , 32.56%  η→  3π0  , 22.73%  η→ π+π-π0 
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Result
!
!
!
!
!
!
!
!
!
!
Best fit region is m𝜒 (5.5 -8 GeV)  m𝜙  (0.2 - 0.8 GeV). In this 
region, the BR is dominated by 2e 2𝜇 2𝜋, but the photon 
spectrum is dominated by 2e, 𝜋𝛾, η𝛾.!
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Constraints
The constrains on light dark mediator models are mainly related 
to its mixing parameter !
!
1) collider!
2) direct detection!
3) Anti-proton!
!
   !
!
!

24

DAMA/LIGHT WIMPS5

Total phonon energy [keV]
2 4 6 8 10 12

Io
ni

za
tio

n 
en

er
gy

 [k
eV

]

-1

0

1

2

3

4
Lindhard nuclear-recoil energy [keVnr]

2 3 4 5 6 7 8 9
T2Z1
T2Z2
T5Z2
T5Z3

FIG. 3. Small gray dots are all veto-anticoincident single-
scatter events within the ionization-partition fiducial volume
that pass the data-quality selection criteria. Large encircled
shapes are the 11 candidate events. Overlapping shaded re-
gions (from light to dark) are the 95% confidence contours ex-
pected for 5, 7, 10 and 15 GeV/c2 WIMPs, after application
of all selection criteria. The three highest-energy events occur
on detector T5Z3, which has a shorted ionization guard. The
band of events above the expected signal contours corresponds
to bulk electron recoils, including the 1.3 keV activation line
at a total phonon energy of ⇠3 keV. High-radius events near
the detector sidewalls form the wide band of events with near-
zero ionization energy. For illustrative purposes, an approxi-
mate nuclear-recoil energy scale is provided.

a WIMP-nucleon scattering interpretation of the excess
reported by CoGeNT, which also uses a germanium tar-
get. Similar tension exists with WIMP interpretations
of several other experiments, including CDMS II (Si),
assuming spin-independent interactions and a standard
halo model. New regions of WIMP-nucleon scattering
for WIMP masses below 6 GeV/c2 are excluded.

The SuperCDMS collaboration gratefully acknowl-
edges the contributions of numerous engineers and tech-
nicians. In addition, we gratefully acknowledge assis-
tance from the sta↵ of the Soudan Underground Lab-
oratory and the Minnesota Department of Natural Re-
sources. The iZIP detectors were fabricated in the Stan-
ford Nanofabrication Facility, which is a member of the
National Nanofabrication Infrastructure Network. This
work is supported in part by the National Science Foun-
dation, by the United States Department of Energy, by
NSERC Canada, and by MultiDark (Spanish MINECO).
Fermilab is operated by the Fermi Research Alliance,
LLC under Contract No. De-AC02-07CH11359. SLAC is
operated under Contract No. DE-AC02-76SF00515 with
the United States Department of Energy.

FIG. 4. The 90% confidence upper limit (solid black) based on
all observed events is shown with 95% C.L. systematic uncer-
tainty band (gray). The pre-unblinding expected sensitivity
in the absence of a signal is shown as 68% (dark green) and
95% (light green) C.L. bands. The disagreement between the
limit and sensitivity at high WIMP mass is due to the events
in T5Z3. Closed contours shown are CDMS II Si [3] (dotted
blue, 90% C.L.), CoGeNT [4] (yellow, 90% C.L.), CRESST-II
[5] (dashed pink, 95% C.L.), and DAMA/LIBRA [34] (dash-
dotted tan, 90% C.L.). 90% C.L. exclusion limits shown are
CDMS II Ge [22] (dotted dark red), CDMS II Ge low-threshold
[17] (dashed-dotted red), CDMSlite [20] (solid dark red), LUX
[35] (solid green), XENON10 S2-only [19, 36] (dashed dark
green), and EDELWEISS low-threshold [18] (dashed orange).
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Figure 8: Parameter space for Dark Photon . Diagonal lines : contours of spin-independent direct detection constraints for
di↵erent DM mass from LUX and superCDMS. Backgrounds shows current dark photon constraints from other dark photon
search [50].

considered, which are current best constraints of spin-independent cross section at the DM mass range of 5 GeV -
30 GeV.

In the direct detection, due to the light dark photon mass enhancement, we will have much better constraints on
✏ compared with the constraints from colliders. The mono-jet or mono-photon search on colliders is based on the
s-channel exchange of A0, which does not have the 1/m4

A0 enhancement as direct detection. In the indirect detection
search, we can look for gamma ray from dwarf galaxies, or comic rays nearby, such as antiproton flux. However, the
on-shell production of dark photon is hard to generate antiproton, due to the fact that the mass of the dark photon
is comparable or smaller than the proton mass. Dwarf galaxy constraints from the DM annihilation to photon is
approaching the Galactic Center limit, and we hope in the future, it is another direction to (dis)prove the Galactic
Center excess. On the other hand, CMB constraints from WMAP is not sensitive to our scenario currently, but the
updated Planck constraints may put new limits on the dark photon model. For the dark scalar models, some of the
dark photon search bounds cannot be applied here, while the direct detection constraints is similar to the case of dark
photon. WX: should we add this sentence? JL: I find no problem with it. We are not going to bother

those pseudo-scalars models.

VII. SUMMARY AND CONCLUSIONS

The Evidence of GeV excess by analyzing Fermi Telescope data from the Galactic Center [15, 16] is able to be
explained by DM annihlations, for example DM with heavy dark force [27, 43–45], simplified DM models [56–59],
Higgs Portal DM [24, 26, 60, 61], flavored DM [20, 62, 63], and other explanations see [21, 23, 28, 29, 64–72]. In this
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Figure 4: The red contours are the best-fit 3σ regions of the parameter space (mχ, ⟨σv⟩), of the AMS-02
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error is in the 1-10% range [35]; therefore we consider as reasonable values (∆Np̄)syst/Np̄ = 5%

for the 1-year data and (∆Np̄)syst/Np̄ = 3% for the 3-year data, to be added in quadrature to the

7
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Φe− ¼ Ce−E−γe− þ CsE−γse−E=Es ; ð2Þ

(with E in GeV). A fit of this model to the data with their
total errors (the quadratic sum of the statistical and
systematic errors) in the energy range from 1 to
500 GeV yields a χ2=d:f: ¼ 36.4=58 and the cutoff
parameter 1=Es ¼ 1.84% 0.58 TeV−1 with the other
parameters having similar values to those in [2],
Ceþ=Ce− ¼ 0.091% 0.001, Cs=Ce− ¼ 0.0061% 0.0009,
γe− − γeþ ¼ −0.56% 0.03, and γe− − γs ¼ 0.72% 0.04.
(The same model with no exponential cutoff parameter,
i.e., 1=Es set to 0, is excluded at the 99.9% C.L. when fit to
the data.) The resulting fit is shown in Fig. 4(b) as a solid
curve together with the 68% C.L. range of the fit param-
eters. No fine structures are observed in the data. In our
previous Letter, we reported that solar modulation has no
observable effect on our measured positron fraction, and
this continues to be the case.
An analysis of the arrival directions of positrons and

electrons was presented in [2]. The same analysis was
performed including the additional data. The positron to
electron ratio remains consistent with isotropy; the upper
limit on the amplitude of the dipole anisotropy is δ ≤ 0.030
at the 95% C. L. for energies above 16 GeV.
Following the publication of our first Letter [2], there

have been many interesting interpretations [3] with two
popular classes. In the first, the excess of eþ comes from
pulsars. In this case, after flattening out with energy, the
positron fraction will begin to slowly decrease and a dipole
anisotropy should be observed. In the second, the shape of
the positron fraction is due to dark matter collisions. In this
case, after flattening out, the fraction will decrease rapidly
with energy due to the finite and specific mass of the dark
matter particle, and no dipole anisotropy will be observed.
Over its lifetime, AMS will reach a dipole anisotropy
sensitivity of δ≃ 0.01 at the 95% C.L.

The new measurement shows a previously unobserved
behavior of the positron fraction. The origin of this
behavior can only be ascertained by continuing to collect
data up to the TeV region and by measuring the antiproton
to proton ratio to high energies. These are among the main
goals of AMS.
In conclusion, the 10.9 × 106 primary positron and

electron events collected by AMS on the ISS show that,
above ∼200 GeV, the positron fraction no longer exhibits
an increase with energy. This is a major change in the
behavior of the positron fraction.
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astrophysical models including the minimal model dis-
cussed in Refs. [1,2]. This will be presented in a separate
publication.
The differing behavior of the spectral indices versus

energy indicates that high-energy positrons have a
different origin from that of electrons. The underlying
mechanism of this behavior can only be ascertained
by continuing to collect data up to the TeV region
(currently, the largest uncertainties above ∼200 GeV are
the statistical errors) and by measuring the antiproton to
proton ratio to high energies. These are among the main
goals of AMS.
In conclusion, the electron flux and the positron flux

each require a description beyond a single power-law
spectrum. Both the electron flux and the positron flux
change their behavior at ∼30 GeV, but the fluxes are
significantly different in their magnitude and energy
dependence. Between 20 and 200 GeV, the positron
spectral index is significantly harder than the electron
spectral index. These precise measurements show that
the rise in the positron fraction is due to the hardening
of the positron spectrum and not to the softening of the
electron spectrum above 10 GeV. The determination

of the differing behavior of the spectral indices versus
energy is a new observation and provides important
information on the origins of cosmic-ray electrons and
positrons.
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FIG. 1. Left: The contribution to the local cosmic ray positron spectrum from 10 GeV dark matter particles annihilating
democratically to charged lepton pairs, neglecting the e↵ects of solar modulation. Center: The cosmic ray positron fraction
predicted in this model compared to the measurements of PAMELA, including astrophysical backgrounds from secondary
production and a nearby pulsar, and including the e↵ects of solar modulation. The dashed blue line denotes the contribution
from dark matter annihilations. Right: The projected ability of AMS to measure the cosmic ray positron fraction in this
scenario. The distinctive feature at an energy equal to the dark matter mass can clearly be identified by AMS. In each frame,
we have adopted a generalized NFW profile with an inner slope of ⇢DM / r�1.2 and an annihilation cross section chosen to
match the gamma-ray and radio signals observed from the inner Galaxy (�v = 4.5⇥ 10�27 cm3/s). See text for more details.

produce a gamma-ray spectrum consistent with that ob-
served from the Galactic Center [11], while the electrons
and positrons generate the synchrotron emission from the
observed radio filaments [14]. For possible realizations of
such phenomenological features within a particle physics
model, see Ref. [17]. To accommodate the observed mor-
phology of gamma-ray and synchrotron emission from the
Inner Galaxy, we adopt a dark matter distribution which
follows a generalized NFW profile with an inner slope of
⇢DM / r�1.2 and a scale radius of 20 kpc. To normalize
these signals, we adopt an annihilation cross section of
�v = 4.5⇥ 10�27 cm3/s and a local dark matter density
of 0.4 GeV/cm3.

Once injected into the halo, electrons and positrons dif-
fuse through the Galactic Magnetic Field, steadily losing
energy through a combination of inverse Compton scat-
tering and synchrotron losses. To determine the cosmic
ray spectrum as observed at the Solar System, we solve
the standard propagation equation (using the publicly
available code GALPROP):
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 , (1)

where  (r, p, t) is the number density of a given cosmic
ray species per unit momentum, and the source term
Q(r, p) includes the products of the decay and spalla-
tion of nuclei, as well as any primary contributions from
supernova remnants, pulsars, dark matter annihilations,
etc. D

xx

is the spatial di↵usion coe�cient, which is
parametrized by D

xx

= �D0xx(⇢/4GV )�, where � and ⇢
are the particle’s velocity and rigidity, respectively. Also
included in this equation are the e↵ects of di↵usive reac-
celeration, convection, and radioactive decay [18]. The
contribution to the source term, Q(r, p), from dark mat-
ter is simply determined by the flux of annihilation prod-
ucts injected into the halo. In our calculations, we adopt
D0xx = 5.25⇥1028 cm2/s and apply free-escape boundary

conditions at 4 kpc above and below the Galactic Plane.
These choices lead to boron-to-carbon and antiproton-to-
proton ratios that are consistent with observations.
For the electron/positron energy loss rate, we include

contributions from the default GALPROP radiation field
model, and from a magnetic field model described by
B = 7µG exp(�r/10 kpc) exp(�|z|/2 kpc), where r and z
describe the location in galactic (cylindrical) coordinates.
In the left frame of Fig. 1, we show the contribution to

the local cosmic ray positron spectrum from dark matter
annihilations. Note the sudden drop in the cosmic ray
positron flux at 10 GeV (corresponding to the mass of
the dark matter particle). The dark matter contribution
to the flux of positrons at energies just below the edge
can be calculated analytically and is given by [9]:

d�
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where �
e

+
e

�v is the dark matter annihilation cross sec-
tion to electron-positron pairs, ⇢DM is the local density
of dark matter, and dE

e

/dt is the local energy loss rate of
electrons/positrons from synchrotron and inverse Comp-
ton scattering. This energy loss rate can be written in
terms of the local densities of radiation and magnetic
fields:

dE
e
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⇡ 1.02⇥ 10�14 GeV/s
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e
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(3)
Combining these two equations, and for a local energy
density in radiation and magnetic fields of 1.4 eV/cm3,
this predicts a positron flux at the dark matter’s mass of
d�

e

+/dE
e

+ ⇡ 2⇥10�7 cm�2 sr�1 s�1 GeV�1. As we will
demonstrate, this sudden drop will lead to a distinctive
feature in the positron fraction, likely observable to AMS.
To evaluate the prospects for observing such a con-

tribution to the cosmic ray positron spectrum, we must
consider the relevant astrophysical backgrounds, as well
as the e↵ects of solar modulation. In our analysis, we will
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FIG. 1. The e± spectrum from annihilating DM, after
propagation, for different annihilation final states, assum-
ing ⟨σv⟩= 3 × 10−26 cm3s−1. Solid lines refer to refer-
ence diffusion zone (L=4kpc) and energy loss assumptions
(Urad + UB = 1.7 eV cm−3). Dashed (dotted) lines show the
effect of a different scale height L=8 (2) kpc. The dash-dotted
line shows the impact of increasing the local radiation plus
magnetic field density to Urad + UB = 2.6 eV cm−3.

depends on our local diffusion and energy loss assump-
tions within the range discussed above. Increasing L en-
ables CR leptons to reach us from greater distances due
to the larger diffusion volume and therefore results in
softer propagated spectra. While the peak normalization
of the spectrum depends only marginally on L, it may be
reduced by up to a factor of ∼2 when increasing the as-
sumed local energy losses via synchrotron radiation and
inverse Compton scattering by 50%. In Fig. 2, we show a
direct comparison of the DM signal with the AMS data,
for the case of e+e− final states contributing at the max-
imum level allowed by our constraints (see below) for two
fiducial values of mχ. Again, it should be obvious that
the shape of the DM contribution differs at all energies
significantly from that of the background.
Statistical treatment. We use the likelihood ratio

test [63] to determine the significance of, and limits on,
a possible DM contribution to the positron fraction mea-
sured by AMS. As likelihood function, we adopt a prod-
uct of normal distributions L =

∏
iN(fi|µi,σi); fi is the

measured value, µi the positron fraction predicted by the
model, and σi its variance. The DM contribution enters
with a single degree of freedom, given by the non-negative
signal normalization. Upper limits at the 95%CL on the
DM annihilation or decay rate are therefore derived by
increasing the signal normalization from its best-fit value
until −2 lnL is changed by 2.71, while profiling over the
parameters of the background model.
We use data in the energy range 1–350GeV; the vari-

ance σi is approximated by adding the statistical and
systematic errors of the measurement in quadrature,
σi = (σ2

i,stat + σ2
i,sys)

1/2. Since the total relative error is
always small (below 17%), and at energies above 4GeV
dominated by statistics, we expect this approximation to
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FIG. 2. The AMS positron fraction measurement [2] and
background+signal fit for DM annihilating directly to e+e−,
for mχ = 10GeV and 100GeV. The normalization of the DM
signal in each case was chosen such that it is barely excluded
at the 95% CL. For better visibility, the contribution from
DM (lower lines) has been rescaled as indicated.

be very reliable. The binning of the published positron
fraction follows the AMS energy resolution, which varies
between 10.4% at 1GeV and 1.5% at 350GeV. Although
we do not account for the finite energy resolution of AMS
in our analysis, we have explicitly checked that this im-
pacts our results by no more than 10%.

As our nominal model for the part of the e± spec-
trum that does not originate from DM, henceforth sim-
ply referred to as the astrophysical background, we use
the same phenomenological parameterization as the AMS
collaboration in their analysis [2]. This parameterization
describes each of the e± fluxes as the sum of a common
source spectrum – modeled as a power-law with expo-
nential cutoff – and an individual power-law contribution
(only the latter being different for the e+ and e− fluxes).
After adjusting normalization and slope of the secondary
positrons such that the overall flux reproduces the Fermi
e++e− measurements [64], the five remaining model pa-
rameters are left unconstrained. This phenomenological
parameterization provides an extremely good fit (with a
χ2/d.o.f. = 28.5/57), indicating that no fine structures
are observed in the AMS data. For the best-fit spectral
slopes of the individual power-laws we find γe− ≃ 3.1
and γe+ ≃ 3.8, respectively, and for the common source
γe± ≃ 2.5 with a cutoff at Ec ≃800GeV, consistent with
Ref. [2]. Subsequently, we will keep Ec fixed to its best-fit
value.

Results and Discussion. Our main results are the
bounds on the DM annihilation cross section, as shown
in Fig. 3. No significant excess above background was
observed. For annihilations proceeding entirely to e+e−

final states, we find that the “thermal” cross section is
firmly excluded for mχ ! 90GeV. For mχ ∼ 10GeV,
which is an interesting range in light of recent results
from direct [65–69] and indirect [70–72] DM searches,
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FIG. 3. Upper limits (95% CL) on the DM annihilation cross
section, as derived from the AMS positron fraction, for various
final states (this work), WMAP7 (for ℓ+ℓ−) [44] and Fermi
LAT dwarf spheroidals (for µ+µ− and τ+τ−) [43]. The dotted
portions of the curves are potentially affected by solar modu-
lation. We also indicate ⟨σv⟩therm ≡ 3 × 10−26 cm3s−1. The
AMS limits are shown for reasonable reference values of the
local DM density and energy loss rate (see text), and can vary
by a factor of a few, as indicated by the hatched band (for
clarity, this band is only shown around the e+e− constraint).

our upper bound on the annihilation cross section to
e+e− is approximately two orders of magnitude below
⟨σv⟩therm. If only a fraction f of DM annihilates like
assumed, limits would scale like f−2 (and, very roughly,
⟨σv⟩therm ∝ f−1). We also show in Fig. 3 the upper
bounds obtained for other leptonic final states. As ex-
pected, these limits are weaker than those found in the
case of direct annihilation to electrons – both because
part of the energy is taken away by other particles (neu-
trinos, in particular) and because they feature broader
and less distinctive spectral shapes. These new limits
on DM annihilating to µ+µ− and τ+τ− final states are
still, however, highly competitive with or much stronger
than those derived from other observations, such as from
the cosmic microwave background [44] and from gamma-
ray observations of dwarf galaxies [43]. Note that for
the case of e+e−γ final states even stronger limits can
be derived for mχ ! 50GeV by a spectral analysis of
gamma rays [73]. We do not show results for the b̄b
channel, for which we nominally find even weaker lim-
its due to the broader spectrum (for mχ ≃ 100GeV,
about ⟨σv⟩ " 1.1 · 10−24 cm3s−1). In fact, due to de-
generacies with the background modeling, limits for an-
nihilation channels which produce such a broad spectrum
of positrons can suffer from significant systematic uncer-
tainties. For this reason, we consider our limits on the
e+e− channel to be the most robust.
Uncertainties in the e± energy loss rate and local DM

density weaken, to some extent, our ability to robustly
constrain the annihilation cross sections under consid-
eration in Fig. 3. We reflect this uncertainty by show-

ing a band around the e+e− constraint, corresponding
to the range Urad + UB = (1.2 − 2.6) eV cm−3, and
ρ⊙χ = (0.25− 0.7)GeV cm−3 [61, 74] (note that the form
of the DM profile has a much smaller impact). Uncer-
tainty bands of the same width apply to each of the other
final states shown in the figure, but are not explicitly
shown for clarity. Other diffusion parameter choices im-
pact our limits only by up to ∼10%, except for the case
of low DM masses, for which the effect of solar modula-
tion may be increasingly important [53, 75]. We reflect
this in Fig. 3 by depicting the limits derived in this less
certain mass range, where the peak of the signal e+ flux
(as shown in Fig. 1) falls below a fiducial value of 5GeV,
with dotted rather than solid lines.

For comparison, we have also considered a collection
of physical background models in which we calculated
the expected primary and secondary lepton fluxes using
GALPROP, and then added the contribution from all
galactic pulsars. While this leads to an almost identical
description of the background at high energies as in the
phenomenological model, small differences are manifest
at lower energies due to solar modulation and a spec-
tral break [55, 76, 77] in the CR injection spectrum at a
few GeV (both neglected in the AMS parameterization).
We cross-check our fit to the AMS positron fraction with
lepton measurements by Fermi [64]. Using these physical
background models in our fits, instead of the phenomeno-
logical AMS parameterization, the limits do not change
significantly. The arguably most extreme case would be
the appearance of dips in the background due to the su-
perposition of several pulsar contributions, which might
conspire with a hidden DM signal at almost exactly the
same energy. We find that in such situations, the real lim-
its on the annihilation rate could be weaker (or stronger)
by up to roughly a factor of 3 for any individual value of
mχ. See the Appendix [45] for more details and further
discussion of possible systematics that might affect our
analysis.

Lastly, we note that the upper limits on ⟨σv⟩(mχ) re-
ported in Fig. 3 can easily be translated into upper limits
on the decay width of a DM particle of mass 2mχ via
Γ ≃ ⟨σv⟩ρ⊙χ /mχ. We checked explicitly that this sim-
ple transformation is correct to better than 10% for the
L =4 kpc propagation scenario and e+e− and µ+µ− final
states over the full considered energy range.

Conclusions. In this Letter, we have considered a
possible dark matter contribution to the recent AMS cos-
mic ray positron fraction data. The high quality of this
data has allowed us for the first time to successfully per-
form a spectral analysis, similar to that used previously
in the context of gamma ray searches for DM. While we
have found no indication of a DM signal, we have derived
upper bounds on annihilation and decay rates into lep-
tonic final states that improve upon the most stringent
current limits by up to two orders of magnitude. For
light DM in particular, our limits for e+e− and µ+µ− fi-
nal states are significantly below the cross section naively
predicted for a simple thermal relic. When taken together
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to have a non-zero spin-independent elastic cross section
of DM on nuclei.

Integrating out the Higgs in the limit of negligible ex-
changed momentum, it is possible to write the following
e⇥ective interactions between DM and light quarks and
gluons inside the nucleus

Le�
S = ⌅S

2m2
h

S2 ⌃��q mqqq ⇥ �s

4⌃
G2⌥ , (10)

with q = u, d, s, and G2 = Gµ⌅G
µ⌅ , where Gµ⌅ is the

gluon field strength. Using this e⇥ective interaction, it
is straightforward to compute the spin-independent cross
section describing the elastic DM-nucleon scattering

�SI = ⌅2Sf2
N
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Sm

2
N

m4
hm

2
S

, (11)

where µS ⇥ mNmS�(mN + mS) is the DM-nucleon re-
duced mass, mN = 0.946 GeV is the nucleon mass, and
fN = 0.303 is the Higgs-nucleon coupling. The LUX ex-
periment has reported the strongest limit on �SI [14].

III. CONSTRAINING THE HIGGS PORTAL
WITH ANTIPROTONS: OVERVIEW AND

RESULTS

A. Selection of Propagation Models

The evolution of the cosmic ray density in the galaxy
is derived from the Boltzmann equation, writing as the
following propagation equation,

�Ni

�t
= ⇥⇤ � (D⇤⇥ vc)Ni ⇥ �

�p
⇤ṗ ⇥ p

3
⇤ � vc⇧Ni

+ �

�p
p2Dpp

�

�p

Ni

p2
+Qi(p, r, z)

+ �
j>i
⇥ngas(r, z)�jiNj ⇥ ⇥ngas�

in
i (Ek)Ni ,(12)

where Ni = Ni(r, z, p, t) is the density per total unit mo-
mentum of the i-th atomic species, p is its momentum
and ⇥ is its velocity. In this equation, D is the di⇥usion
coe⇧cient, vc is the convection velocity, and Dpp is the
di⇥usion coe⇧cient in momentum space. The distribu-
tion of gas in the interstellar medium concentrates near
the disk of the galaxy. Its number density is denoted
as ngas, which is mainly constituted by the atomic and
molecular hydrogen and helium. By scattering with the
interstellar gas inelastically, the i-th atom is generated by
nuclear species j with the cross section �ji, and mean-
while this atom is generating other nuclear species with
the total cross section �in

i .
In the propagation eq. 12, as an assumption the di⇥u-

sion coe⇧cient D is taken in the form as,

D(⌥, r, z) =D0⇥
⇥e⇥z⇥�zt ⇤ ⌥

⌥0
⇧� , (13)

where the rigidity of the nucleus of charge Z is ⌥ =
p⇥�(Ze), and D0 is the normalization of the di⇥usion
coe⇧cient at reference rigidity ⌥0 = 3 GV; it is also has
vertically spatial dependence, which is assumed to be ex-
ponential with scale height zt. Additionally, in order to
control the low energy behavior, an phenomenological
parameter ⇤ is introduced.

Although there are many phenomenological parame-
ters in Eq. 12, we will use five benchmark models to cap-
ture its uncertainties. In the table I, we choose the five
benchmark models by minimizing the  2 against B/C
data. The B/C data employed here are HEAO3 [31],
ACE, CREAM [32] and CRN [33]. In this analysis, D0,
⇤ and Alfvén velocity vA are floating, while the other
parameters in the propagation models are set fixed [15].
The data with energy larger than 0.5 GeV are considered,
and the solar modulation is fixed for the fit, � = 0.55 GV.

After selecting our propagation models,

Model zt (kpc) ⇥ � dvc
dz
( km
s�kpc) D0 (1028 cm2�s) ⇤ vA (km�s) � (GV) ⌅2

B�C ⌅2
p̄�p ⌅2

p̄�p,PAMELA

KRA 4 0.50 2.35 0 2.68 -0.384 21.07 0.950 0.95 1.26 1.08

THN 0.5 0.50 2.35 0 0.32 -0.600 17.87 0.950 0.88 1.41 1.26

THK 10 0.50 2.35 0 4.45 -0.332 19.91 0.950 0.98 1.24 1.08

KOL 4 0.33 1.78 / 2.45 0 4.45 1.00 40.00 0.673 0.57 1.11 0.93

CON 4 0.60 1.93 / 2.35 50 0.99 0.786 40.00 0.19 0.58 1.00 0.67

TABLE I: The parameters in the five reference models

1. acceleration!
2. Diffusion!
3. Energy loss!
4. Convection!
5. Re-acceleration!
6. Spallation !
... ...



AMS-02
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!
1.  surprisingly, dm + dm -> 4e is as strong as 2e !
!
2. We consider the uncertainties from solar modulation. !
!
3. Implication : 10 GeV DM,  10 % BR of dm dm -> 2e or 4e is ruled out AMS-02???
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Photon Spectrum Computation
1. Branching ratio ( data driven method is employed)!
!
!
!
!
!
!
!
!
!
!
2. Boost Spectrum!
  to DM frame
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and 8 GeV because multi-body final states become increasingly important and there is not
enough experimental information to completely reconstruct the exclusive final states. The
8 GeV and 15 GeV were chosen to have m

�

separated enough from the quarkonia resonance
region (where the hadronization model we use from Pythia [21] su↵ers from large uncertain-
ties) and be above and below the bb̄ threshold. We catalogue the decay modes implemented
and branching fractions of � in Table 2.

m

�

Mode BF
200 MeV �! e

+
e

� 1
500 MeV �! e

+
e

� 4 · 10�1

�! µ

+
µ

� 4 · 10�1

�! ⇡

+
⇡

� 2 · 10�1

1.2 GeV �! e

+
e

� 3.4 · 10�1

�! µ

+
µ

� 3.3 · 10�1

�! !⇡

0 7.9 · 10�2

�! ⇡

+
⇡

�
⇡

0
⇡

0 7.5 · 10�2

�! ⇡

+
⇡

� 6.4 · 10�2

�! K

+
K

� 4.5 · 10�2

�! ⇡

+
⇡

+
⇡

�
⇡

� 4.1 · 10�2

�! ⇡

+
⇡

�
⇡

0 2.4 · 10�2

�! K

0
K̄

0 5 · 10�3

m

�

Mode BF
8 GeV �

+ ! e

+
e

� 1.6 · 10�1

�! µ

+
µ

� 1.6 · 10�1

�! ⌧

+
⌧

� 1.6 · 10�1

�! uū 2.1 · 10�1

�! dd̄ 5.2 · 10�2

�! cc̄ 2.1 · 10�1

�! ss̄ 5.2 · 10�2

15 GeV �

+ ! e

+
e

� 1.5 · 10�1

�! µ

+
µ

� 1.5 · 10�1

�! ⌧

+
⌧

� 1.5 · 10�1

�! uū 2.0 · 10�1

�! dd̄ 5.0 · 10�2

�! cc̄ 2.0 · 10�1

�! ss̄ 5.0 · 10�2

�! bb̄ 4.8 · 10�2

Table 2: Branching Fractions for �. The values for 0.5 and 1.2 GeV are extracted from
experimental data for exclusive e

+ + e

� ! hadrons processes [20], while for 8 and 15 GeV
are computed using BRIDGE.

To calculate the injection spectrums using existing Monte Carlo (MC) tools is quite dif-
ficult. The kinematic regime we study is based on very heavy particles annihilating through
very light particles, that subsequently decay. In this regime most MC generators that we
have used have di�culties. To generate our injection spectrums we were forced to use a
variety of generators linked together depending on the task: MadGraph/MadEvent [22],
BRIDGE [23], SHERPA [24], and Pythia [21].

For the SM annihilations ��! V V ! fermions, we generate parton level events keeping
spin correlations. We then shower and hadronize, including the e↵ects of photons that are
showered from the W gauge bosons [25]. To generate �� ! �� ! SM without the dark
sector parton shower we again generate parton level events including spin correlations. We
then shower and hadronize either the fundamental particles, or just shower the charged
mesons and their decay products. Unlike [16], when applicable, we include the O(1) e↵ects
of calculating photons showered from muon decays.

For the case when we include the dark sector parton shower, we first need to calculate the
massive vector boson splitting function for the SU(2) case that we have implemented. Given

7
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Dark Photon in trouble?
1. DM in the Galactic Center not only generate gamma ray, but also !
    populate electrons and positrons.!
!
2. The propagated electron scattering with gas and ISR !
    will also has Bremsstrahlung and Inverse Compton Scatter. !
!
3. Release the tension with Dwarf galaxy!
!
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other possibilities ( dark scalar)
Derive the branching ratio from chiral perturbation theory!
!
   !
!
!
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dark scalar ( best fit )
!
   !
!
!
!
!
!
!
!
!
!
1. Dark force mass 1.2 GeV.   !
! ! ! φ → K+K-,2K0, 2π0, 2η   !
2. Dark force mass 0.25 GeV.!
                 φ → 2e , 2μ, 2π0!
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dark scalar fit to data
!
   !
!
!
!
!
!
!
!
!
!
1. m𝜒 (5.5 - 7.5 GeV)  m𝜙  (0 - 0.2 GeV)     φ → 2e!
2.  m𝜒 (12.5- 22 GeV)  m𝜙  (0.2 - 0.3 GeV)     φ → 2μ    BF∼20!
3.  m𝜒 (5.3 - 8.5 GeV)  m𝜙  (1.1 - 1.5 GeV)     φ → K+K-,2K0, 2π0, 2η
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other possibility  
( heavy dark photon )
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Figure 7: Left: projected LHC upper limits from missing transverse energy on gZ0 = (0.175 g0✏)1/2 as a function of mZ0 for
several values of m�, adapted from ref. [23]. Horizontal lines denote the value of gZ0 corresponding to the indicated values of g0

and ✏. Right: plot of the previous regions (labeled as “missing ET ”) on the m�-mZ0 plane for the Majorana model with g0 = 1,
✏ = 0.1, shown as (green) cross-hatched region. The (black) hatched region is an extrapolation of results of [23] to lower m�.

bounds are more important that those for direct detec-
tion, giving the most promising means of discovery. For
g0 ⇠ 1, allowed regions with m

�

⇠ m
Z

0 ⇠ several TeV
exist even for ✏ as large as ⇠ 0.1.

8. GALACTIC CENTER GAMMA RAY EXCESS

Evidence from the Fermi Telescope has been found for
excess 1-10 GeV gamma rays emanating from the galac-
tic center (GC). Although millisecond pulsars may be a
plausible source [24, 25], the possibility of dark matter
annihilation has been vigorously pursued; for a recent
discussion with references see [26]. Analyses of the data
indicate that 40 GeV dark matter annihilating into bb̄
provide a good fit to the signal [24].

Ref. [27] studied vector and axial-vector mediators in
the s-channel, assuming only couplings to dark matter
and to b quarks, showing that they are nearly ruled out
as an explanation for the GC excess, by constraints from
LUX direct detection and from CMS sbottom searches.
On the other hand, refs. [28, 29] pointed out that these
constraints are alleviated if m

Z

0 < m
�

so that �� !
Z 0Z 0 ! 4f (where f is a SM fermion) can proceed
through on-shell Z 0s in the GC. The coupling of Z 0 to
ff̄ can be much smaller in this case, since the on-shell
Z 0 need only decay eventually into SM particles. Pri-
marily g0, m

�

and m
Z

0 determine the strength of the
GC signal, while the branching ratios of the decays into
di↵erent final states a↵ect the shape of the gamma ray
spectrum.

We undertake a similar study here for the case where
Z 0 couples to the SM through gauge kinetic mixing (this
possibility was also considered in [28]). Since the models
that give the best fit to the GC excess spectrum have

light Z 0, the couplings of Z 0 to fermions are to a good
approximation given by the �✏cW c

⇣

eQ
i

term in (9), i.e.,
the Z 0 couples to their charges. We have generated the
final photon spectrum using the Pythia-based results pro-
vided by ref. [30], which mainly considers the processes
�� ! ff̄ where each fermion has energy m

�

. To approx-
imate the e↵ect of 4-body final states, we convolve the
photon spectra from a monoenergetic source with a box
distribution,

dN
�

dE
�

=
2

�m

Z
(m�+�m)/2

(m���m)/2

dm
dN

�

dE
�

(m) (20)

where �m ⌘
q

m2

�

� m2

Z

0 and dN�

dE�
(m) is the spectrum

100 101 102

E [GeV]

�1.0

�0.5

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

E
2

J(
E

)[
G

eV
cm

�
2

s�
1

sr
�

1 ]

⇥10�6

m� = 29 GeV
m� = 28 GeV

Figure 8: Spectrum of GC gamma ray excess; data are taken
from ref. [26]; curve is the best-fit Dirac DM model prediction.
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from a 2-body annihilation of particles with mass m.
(The factor of 2 accounts for the decays of both Z 0s.)

To relate the spectrum to the observed gamma-ray flux
from the GC, we use the fact that in the galaxy the DM
velocity is small, so that the zero temperature cross sec-
tion (B4) is applicable. The flux is given by

d�

dE
�

d⌦
=

r�
4 ⇥ 4⇡

✓
⇢�
m

�

◆
2

J h�vi
0

dN
�

dE
�

(21)

where the J factor is the integral along the line of sight

J =

Z

l.o.s

ds

r�

✓
⇢
�

(r)

⇢�

◆
2

(22)

We take for the local density at the sun ⇢� =
0.3GeV/cm3 and r� = 8.5 kpc. We compare our theoret-
ical prediction for the flux to the observed values reported
in ref. [26], varying m

�

and m
Z

0 which a↵ect the shape
of the spectrum, and adjusting g0 at each (m

�

, m
Z

0) to
obtain the best fit. We take ✏ to be negligibly small so
that annihilations to Z 0Z 0 dominate over ff̄ final states
and direct detection and collider constraints are unim-
portant. The data and our model’s fit to the spectral
shape are shown in fig. 8.

The resulting best-fit regions in the m
�

-m
Z

0 plane are
shown in fig. 9, along with contours of the correspond-
ing values of g0 (left) and of the relic density fraction
for the Dirac DM model f

relic

(right). The best-fit point
has m

�

⇠= m
Z

0 ⇠= 28 GeV, but the 3� confidence region
extends to low values of m

Z

0 ⇠ 10 GeV and m
�

⇠ 26
GeV. The relic density is too low by a factor of ⇠ 6 at
the best-fit point, but consistent with the observed value
at the lower values of m

Z

0 ⇠ 15GeV. (For the Majo-
rana DM model, not shown here, the tension between
the GC signal and the relic density is greater, due to
the larger annihilation cross section.) The discrepancy
between f

rel

and the parameters preferred for the GC
excess may be ameliorated by taking into account astro-
physical uncertainties [29], especially the possibility of

a more concentrated DM halo profile, or accounting for
part of the signal through millisecond pulsar emissions.

9. CONCLUSIONS

We have systematically studied the constraints from
relic density, direct detection and collider experiments
(dilepton production and electroweak precision data) on
a simple dark sector, consisting of Dirac or Majorana
dark matter, connected to the standard model by a kinet-
ically mixed massive Z 0 gauge boson. The Dirac model
can be considered to be UV (ultraviolet) complete, while
the Majorana model is somewhat sensitive to details of
the complete theory, such as the mass of the Higgs boson
that spontaneously breaks the U(1)0 gauge symmetry, or
the presence of an additional, heavier, subdominant DM
component.
We have shown that the Dirac DM model requires the

coincidence m
�

⇠= m
Z

0/2 to get the right relic density
if �, and small values of g0✏ to evade direct detection,
if m

�

. 300 GeV. For heavier DM, there exist allowed
models with larger values of g0✏ where �� ! Z 0Z 0 de-
termines the relic density, and � could be discovered in
future searches for scattering on nuclei or at colliders.
About the Majorana model, although it has some de-

pendence upon extra parameters, the qualitative picture
is clear: it much more easily escapes direct detection con-
straints except for strong couplings g0 ⇠ 1 and small
masses m

�

⇠ m
Z

0 ⇠ 10 GeV. At large masses, only col-
lider probes are sensitive, and then only for relatively
large values of the kinetic mixing, ✏ & 0.01. In this
regime, models with resonantly enhanced annihilation
(m

�

⇠= m
Z

0/2) are more likely to be compatible with
the constraints, unless g0 & 0.3, in which case the more
generic �� ! Z 0Z 0 branch of the relic-density-allowed re-
gions (with lower values of m

Z

0) can also be viable. This
region may be discoverable not only through searches for

1405.7691 !
Cline, Dupuis,Liu, XW 



Conclusion
1. Dark photon search!
    Beam dump, fixed target, Collider!
!
2. GeV excess !
!
3. Dark photon GeV and dark matter 10 GeV!
!
4. AMS02 Constraints!
!
5. Dark Scalar and heavy dark photon!
!
   !
!
!
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e� e(A,Z) ! e(A,Z)l+l�

e� e(A,Z) ! e(A,Z)l+l�

e+e� ! �l+l�

⌫ p pp ! �0X ⌫
e� e(A,Z) ! e(A,Z)l+l�

e� e(A,Z) ! e(A,Z)l+l�

� ! ⌘e+e�

e� e(A,Z) ! e(A,Z)l+l�

e+e� ! �l+l�

⇡0 ! �l+l�

⇡0 ! �l+l�

⌘/⌘0 ! �l+l�

� ! ⌘e+e�

⇡0 ! e+e�

⇡0 ! �e+e�

⇡0/⌘ ! �e+e�

� ! Ne+e�

⌫ p pp ! �0X ⌫

�0



dark photon decay
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49. Plots of cross sections and related quantities 5

σ and R in e+e− Collisions

10
-8

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

1 10 10
2

σ
[m

b
]

ω

ρ

φ

ρ′

J/ψ

ψ(2S)
Υ

Z

10
-1

1

10

10
2

10
3

1 10 10
2

R
ω

ρ

φ

ρ′

J/ψ ψ(2S)

Υ

Z

√

s [GeV]
Figure 49.5: World data on the total cross section of e+e− → hadrons and the ratio R(s) = σ(e+e− → hadrons, s)/σ(e+e− → µ+µ−, s).
σ(e+e− → hadrons, s) is the experimental cross section corrected for initial state radiation and electron-positron vertex loops, σ(e+e− →
µ+µ−, s) = 4πα2(s)/3s. Data errors are total below 2 GeV and statistical above 2 GeV. The curves are an educative guide: the broken one
(green) is a naive quark-parton model prediction, and the solid one (red) is 3-loop pQCD prediction (see “Quantum Chromodynamics” section of
this Review, Eq. (9.7) or, for more details, K. G. Chetyrkin et al., Nucl. Phys. B586, 56 (2000) (Erratum ibid. B634, 413 (2002)). Breit-Wigner
parameterizations of J/ψ, ψ(2S), and Υ(nS), n = 1, 2, 3, 4 are also shown. The full list of references to the original data and the details of
the R ratio extraction from them can be found in [arXiv:hep-ph/0312114]. Corresponding computer-readable data files are available at
http://pdg.lbl.gov/current/xsect/. (Courtesy of the COMPAS (Protvino) and HEPDATA (Durham) Groups, May 2010.)
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(green) is a naive quark-parton model prediction, and the solid one (red) is 3-loop pQCD prediction (see “Quantum Chromodynamics” section of
this Review, Eq. (9.7) or, for more details, K. G. Chetyrkin et al., Nucl. Phys. B586, 56 (2000) (Erratum ibid. B634, 413 (2002)). Breit-Wigner
parameterizations of J/ψ, ψ(2S), and Υ(nS), n = 1, 2, 3, 4 are also shown. The full list of references to the original data and the details of
the R ratio extraction from them can be found in [arXiv:hep-ph/0312114]. Corresponding computer-readable data files are available at
http://pdg.lbl.gov/current/xsect/. (Courtesy of the COMPAS (Protvino) and HEPDATA (Durham) Groups, May 2010.)
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e
�Lsh/l�0

10�1

10�51

Lsh = { 800 cm, 200 cm, 50 cm }
E0 = { 1 GeV, 4 GeV, 16 GeV }

Ldec = { 40 cm, 200 cm, 1000 cm } N
e

= { 1013, 1014, 1015 }
N95%up = { 100, 10, 1 }

Figure 3.5: (a) Grey exclusion contour of the toy experiment together with the experiment’s

upper and lower estimated reach. The green lines give the variation of the exponential factor

e�Lsh/l�0 which multiplies N
�

0 from 10�1 in steps of 10�5 to 10�51 (upper reach). In the log-

log plot they have a slope of �1. The yellow band shows the lower reach for l
�

0 � Lsh, Ldec

which is caused by too few statistics and roughly independent of m
�

0 .

(b–d) Dependence of the exclusion contour on di↵erent factors of the experimental set-up:

Lsh, E0, Ldec, Ne

and N95%up. The parameters given in bold are the ones of the original toy

experiment. They represent the central values and result in the solid contours. The other

parameters correspond to the outermost values of the range which leads to the shaded areas.

(b) Variation of the shield length Lsh or the beam energy E0 by a factor of 4 gives a similar

shift of the upper contour line. The short-dashed line corresponds to increasing Lsh or

decreasing E0, the long-dashed line to decreasing Lsh or increasing E0.

(c) Change in the exclusion limit originating from a reduction (short-dashed) or an increase

(long-dashed) of the length of the decay region Ldec by a factor of 5.

(d) Identical but opposite rescaling of the contour caused by a modification of the number

N
e

of incident electrons or the upper limit of observed events N95%up by a factor of 10.

Decreasing (increasing) N
e

or increasing (decreasing) N95%up gives the short-dashed (long-

dashed) purple line.
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behind the front edge of the target, is given by

dN�0

dx0 dz
= Ne

N0X0

A

Z E0

E
�

0+m
e

dEe

Z Tsh

0
dtsh

"
Ie(E0, Ee, tsh)

E0

Ee

d�

dxe

�����
x
e

=
E

�

0
E

e

dP (z � X0
⇢sh

tsh)

dz

#
,

(3.21)

where Ne and E0 are the number and energy of the incident electrons, respectively,

N0 ' 6 ⇥ 1023 mole�1 is Avogadro’s number, ⇢sh and X0 are the density and unit

radiation length of the target, respectively. The di↵erential cross section d�/dxe is given

in Eq. (3.10) (cf. also Appendix B.2 and Eq. (B.7)), the electron energy distribution

Ie(E0, Ee, t) in Eq. (3.16) and the di↵erential decay probability dP/dz in Eq. (3.20).

3.1.4 Special case: thick target beam dump experiment

For the thick target experiments we are interested in, most of the hidden photon pro-

duction takes place within the first radiation length. Therefore, the dependence of the

hidden photon decay probability on tsh can be neglected and Eq. (3.21) simplifies to

dN�0

dx0 dz
' Ne

N0X0

A

Z E0

E
�

0+m
e

dEe

Z Tsh

0
dtsh

"
Ie(E0, Ee, tsh)

E0

Ee

d�

dxe

�����
x
e

=
E

�

0
E

e

dP (z)

dz

#
.

(3.22)

Since only hidden photons that decay between the end of the shield and before, or within,

the detector can be observed, z has to be integrated from Lsh to the total length Ltot of

the experiment. This leads to

dN�0

dx0
' Ne

N0X0

A

Z E0

E
�

0+m
e

dEe

Z Tsh

0
dtsh

"
Ie(E0, Ee, tsh)
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d�

dxe

����
x
e

=
E

�

0
E

e

⇣
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�

0 � e�Ltot/l
�

0
⌘#

, (3.23)

where Ltot ⌘ Lsh+Ldec with the length of the decay region Ldec, as sketched in Fig. 3.1.

The total number of events behind the dump, resulting from the decay of the hidden

photon, is thus obtained by integrating over x0 or equivalently over E�0 as

N�0 ' Ne
N0X0

A

Z E0�m
e

m
�

0

dE�0

Z E0

E
�

0+m
e

dEe

Z Tsh

0
dtsh

"
Ie(E0, Ee, tsh)

1
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dxe

����
x
e

=
E

�

0
E

e

e�Lsh/l
�

0
⇣
1� e�Ldec/l

�

0
⌘#

BRdetect , (3.24)

where BRdetect is the branching ratio into those decay products that the detector is

sensitive to, i.e. electrons, muons or both.

For a specific experimental set-up, a constraint as a function of m�0 and � can be

derived by comparing the upper limit on the number of events observed in an experiment

1/ l𝛾′∝ (ε mAʹ′)2!
σ ∝ (ε/mAʹ′)2!
!
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Higgs between 1.2 and 52 MeV. Again following Appendix B.7, this translates to a

95% C.L. upper limit N95%up of 3 events for a Poisson signal.

Fermilab E774

In 1991, a 275 GeV electron beam at Fermilab was exploited in a search for short-lived

neutral bosons decaying to e+e� [255]. A total of 0.52⇥1010 electrons (0.83 nC) were

dumped onto a 30 cm tungsten electromagnetic calorimeter used as target. Behind

the shield a 2 m long decay space opened and was followed by four scintillation

counters. Another electromagnetic calorimeter was placed in a distance of 7.25 m

downstream from the dump and used for trigger. The experiment required two

charged particles in the detector, i.e. both the electron and the positron from the

decay. The final multiplicity-2 electromagnetic spectrum published in Fig. 4c of

the analysis in [255] was obtained by subtracting the background of, for example,

misidentified multiplicity-2 hadronic final states like K0
S ! ⇡+⇡�.

From this plotted spectrum, we find a total of zero events with excess multiplicity-2.

As this results from a subtraction of the background from the original multiplicity-2

spectrum, the statistical error is dominated by the total number of events in Fig. 4b

of their publication [255]. We read o↵ this plot a total of 89 events and infer the

corresponding statistical error as
p
89 events. According to Appendix B.7, the 95%

C.L. upper limit is given by N95%up = 18 events.

target
E0 Nel Lsh Ldec

Nobs N95%up
[GeV] #electrons Coulomb [m] [m]

KEK 183.84
74W 2.5 1.69⇥1017 27 mC 2.4 2.2 0 3

E141 183.84
74W 9 2⇥1015 0.32 mC 0.12 35 1126+1312

�1126 3419

E137 26.98
13Al 20 1.87⇥1020 30 C 179 204 0 3

Orsay 183.84
74W 1.6 2⇥1016 3.2 mC 1 2 0 3

E774 183.84
74W 275 5.2⇥109 0.83 nC 0.3 2 0+9

�0 18

Table 3.1: Overview of the di↵erent beam dump experiments analysed in this work and their

specifications. The target materials are labelled by their mass number A, atomic number

Z and chemical symbol A

Z

W/Al, where W stands for tungsten and Al for aluminium. The

number of observed events Nobs have directly been extracted from the experiment’s papers.

They di↵er in the case of E141 and E137 slightly from the estimates used in Ref. [266] as do

the corresponding 95% C.L. values obtained according to Appendix B.7.
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3.3 Limits on hidden photons from electron beam dump

experiments

Combining the results of the last two sections allows us to determine the 95% C.L.

exclusion limits on hidden photons from electron beam dump experiments. In Sec. 3.1,

the process of hidden photon production in bremsstrahlung and the subsequent decay

into leptons was studied. This analysis took the pseudophoton-flux of the Weizsäcker–

Williams approximation, nuclear and atomic size e↵ects as well as the energy distribution

of electrons in the target into account. Those considerations condensed in the final

formula (3.24) giving the theoretical prediction for the number of expected events from

hidden photon decays in an ideal experiment which detects all produced leptons, see

also Appendix B.6. The limitations of a real experimental set-up like the geometry and

finite detector size demand a scaling down of this estimate. Comparing the kinematics,

emission angles and trajectories obtained using MadGraph Monte Carlo simulations

with the layout of the experiments presented in Sec. 3.2.1 allows to determine the actual

acceptance, as discussed in Sec. 3.2.2.
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Figure 3.8: Limits on the hidden photon mass m
�

0 and the kinetic mixing � from di↵erent

electron beam dump experiments. The limits from the experiments at KEK (dash-dotted

green line) and in Orsay (solid blue line) have been presented for the first time in the context

of this work. The limits from E141 (dotted purple line), E137 (dashed red line) and E774

(long-dashed orange line), which were already considered in Ref. [266], have been reanalysed

in the present work. Our analysis of all these limits takes the experimental acceptances

determined with MadGraph into account.
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determines the quantity ↵D✏

2 where ↵D is the coupling in the dark sector. The range that

explains DAMA, for ↵D ⇡ ↵, is roughly ✏ ⇠ 10�4

�
mU

1 GeV

�
2

. A more detailed discussion

appears in Ref. [24].

III. REACH OF U-BOSON SEARCHES AT LOW ENERGY HIGH LUMINOSITY

COLLIDERS

In this section, we examine the constraints and discovery potential for the U-boson at

GeV-scale collider experiments. The U-boson couples dominantly to J

EM

. Its production at

colliders is identical to that of the photon, although with a much suppressed rate. Therefore,

any experiment which produces a large number of energetic photons will have a chance to

produce and detect U-bosons as well.

Before a detailed numerical study, we present an order of magnitude estimate of the reach

at such low energy colliders (including BaBar, Belle, and BEPC). The U-boson signal comes

from the production process e

+

e

� ! �U , followed by U ! `

+

`

�. We denote the rate of

this signal process �

s

. The analogous QED process e

+

e

� ! �� has a rate �

0

⇠ �

s

/✏

2. The

main background in this case is QED process e

+

e

� ! �`

+

`

�, with the invariant mass of the

lepton pair m`+`� ⇠ mU . The dominant process is e

+

e

� ! ��

⇤ ! �`

+

`

�, with q�⇤ ⇠ mU .

The total rate for the QED background can be estimated as �

3

⇠ (↵/⇡)�
0

log(E
CM

/2m`).

The background rate in a window of size �m around m`+`� = mU is

��

3

⇠ ↵

⇡

�

0

�m

mU
=

↵

⇡

�

s

✏

2

�m

mU
. (4)

Therefore, with integrated luminosity L, we have

Sp
B

⇠
p

�

0

L ✏

2

p
↵/⇡

r
mU

�m

⇥ BR(U ! `

+

`

�). (5)

�

0

⇠ 1 ⇥ 107fb. We conclude that with 1 ab�1 of integrated luminosity, we can at most

achieve sensitivity ✏  10�4 with an idealized detector (�m ⇡ 1 MeV and perfect particle

identification e�ciency) for a U boson that decays dominantly into leptons. In reality, the

decay branching ratio into hadronic states can be extracted from the R-value measured in

e

+

e

� ! hadrons processes [23]. There is also another production channel e

+

e

� ! e

+

e

�(U !

4
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3.1 Principles of hidden photons in electron fixed-target experiments 67

In the range of low masses and small kinetic mixing, where the hidden photon pro-

duction rates are low, searches at fixed-target experiments are better suited than those

at colliders. One reason is that a fixed-target set-up can collect larger luminosities then

achieved at a collider. Assuming the same beam, consisting of Ne electrons in one bunch,

being either dumped onto a target or collided head-on with a second identical beam one

can relate the luminosity of both respective set-ups. We roughly estimate the luminosity

Lft at the fixed-target set-up and the luminosity Lcoll at a collider as

Lft ' Ne
N0⇢shlsh

A
versus Lcoll ' N2

e

Ab
, (3.1)

where the target has density ⇢sh, number density nsh, atomic mass A and e↵ective shield

thickness lsh, while the second beam has cross-sectional area Ab and bunch length lb.

Thus, the luminosity at a fixed-target experiment could in principle be by a factor

(N0⇢shlshAb)/(ANe) ' nsh/ne ⇥ lsh/lb ' O(106) larger than at a collider. However,

the actual experiments under consideration typically collect O(ab�1) per day so that the

di↵erence compared to state-of-the-art e+e� machines like Belle, which collects O(ab�1)

per decade, is only O(103). Another advantage of fixed-target experiments over colliders

arises from the cross sections for the hidden photon production processes in both cases,

sketched in Fig. 3.2, which scale as

�ft
�0 ⇠ ↵3Z2�2

m2
�0

versus �coll
�0 ⇠ ↵2�2

E2
. (3.2)

For typical values of � ' 10�4 and m�0 ' 50 MeV, the cross section �ft
�0 can be roughly

O(pb) at a fixed-target experiment with a tungsten target. It is therefore considerably

larger than �coll
�0 of O(fb) which is achieved for the same parameters at a collider with

an energy of 1 GeV.

e�
e�

e+
e�

N

�0
�0

�

Figure 3.2: Di↵erent production processes for hidden photons.

Left: Production in bremsstrahlung o↵ the initial electron beam at a fixed-target experiment.

Right: Production at an e+e� collider.

In the 1980s and early 1990s, several electron beam dump experiments have been

carried out to search for light metastable pseudoscalar (axion-like) or scalar (Higgs-like)

particles. In this way, it was, for example, possible to rule out an axion-like particle with
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behind the front edge of the target, is given by
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(3.21)

where Ne and E0 are the number and energy of the incident electrons, respectively,

N0 ' 6 ⇥ 1023 mole�1 is Avogadro’s number, ⇢sh and X0 are the density and unit

radiation length of the target, respectively. The di↵erential cross section d�/dxe is given

in Eq. (3.10) (cf. also Appendix B.2 and Eq. (B.7)), the electron energy distribution

Ie(E0, Ee, t) in Eq. (3.16) and the di↵erential decay probability dP/dz in Eq. (3.20).

3.1.4 Special case: thick target beam dump experiment

For the thick target experiments we are interested in, most of the hidden photon pro-

duction takes place within the first radiation length. Therefore, the dependence of the

hidden photon decay probability on tsh can be neglected and Eq. (3.21) simplifies to
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(3.22)

Since only hidden photons that decay between the end of the shield and before, or within,

the detector can be observed, z has to be integrated from Lsh to the total length Ltot of

the experiment. This leads to

dN�0
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' Ne

N0X0

A

Z E0

E
�
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, (3.23)

where Ltot ⌘ Lsh+Ldec with the length of the decay region Ldec, as sketched in Fig. 3.1.

The total number of events behind the dump, resulting from the decay of the hidden

photon, is thus obtained by integrating over x0 or equivalently over E�0 as

N�0 ' Ne
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Z E0�m
e

m
�

0
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e

dEe

Z Tsh

0
dtsh

"
Ie(E0, Ee, tsh)

1

Ee

d�

dxe

����
x
e

=
E

�

0
E

e

e�Lsh/l
�

0
⇣
1� e�Ldec/l

�

0
⌘#

BRdetect , (3.24)

where BRdetect is the branching ratio into those decay products that the detector is

sensitive to, i.e. electrons, muons or both.

For a specific experimental set-up, a constraint as a function of m�0 and � can be

derived by comparing the upper limit on the number of events observed in an experiment

1/ l𝛾′∝ (ε mAʹ′)2!
σ ∝ (ε/mAʹ′)2!
!
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3.3 Limits on hidden photons from electron beam dump

experiments

Combining the results of the last two sections allows us to determine the 95% C.L.

exclusion limits on hidden photons from electron beam dump experiments. In Sec. 3.1,

the process of hidden photon production in bremsstrahlung and the subsequent decay

into leptons was studied. This analysis took the pseudophoton-flux of the Weizsäcker–

Williams approximation, nuclear and atomic size e↵ects as well as the energy distribution

of electrons in the target into account. Those considerations condensed in the final

formula (3.24) giving the theoretical prediction for the number of expected events from

hidden photon decays in an ideal experiment which detects all produced leptons, see

also Appendix B.6. The limitations of a real experimental set-up like the geometry and

finite detector size demand a scaling down of this estimate. Comparing the kinematics,

emission angles and trajectories obtained using MadGraph Monte Carlo simulations

with the layout of the experiments presented in Sec. 3.2.1 allows to determine the actual

acceptance, as discussed in Sec. 3.2.2.

E774

E141

Orsay

KEK
E137

10-2 10-1

10-7

10-6

10-5

10-4

10-3

10-2

mg' @GeVD
c

Figure 3.8: Limits on the hidden photon mass m
�

0 and the kinetic mixing � from di↵erent

electron beam dump experiments. The limits from the experiments at KEK (dash-dotted

green line) and in Orsay (solid blue line) have been presented for the first time in the context

of this work. The limits from E141 (dotted purple line), E137 (dashed red line) and E774

(long-dashed orange line), which were already considered in Ref. [266], have been reanalysed

in the present work. Our analysis of all these limits takes the experimental acceptances

determined with MadGraph into account.
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Higgs between 1.2 and 52 MeV. Again following Appendix B.7, this translates to a

95% C.L. upper limit N95%up of 3 events for a Poisson signal.

Fermilab E774

In 1991, a 275 GeV electron beam at Fermilab was exploited in a search for short-lived

neutral bosons decaying to e+e� [255]. A total of 0.52⇥1010 electrons (0.83 nC) were

dumped onto a 30 cm tungsten electromagnetic calorimeter used as target. Behind

the shield a 2 m long decay space opened and was followed by four scintillation

counters. Another electromagnetic calorimeter was placed in a distance of 7.25 m

downstream from the dump and used for trigger. The experiment required two

charged particles in the detector, i.e. both the electron and the positron from the

decay. The final multiplicity-2 electromagnetic spectrum published in Fig. 4c of

the analysis in [255] was obtained by subtracting the background of, for example,

misidentified multiplicity-2 hadronic final states like K0
S ! ⇡+⇡�.

From this plotted spectrum, we find a total of zero events with excess multiplicity-2.

As this results from a subtraction of the background from the original multiplicity-2

spectrum, the statistical error is dominated by the total number of events in Fig. 4b

of their publication [255]. We read o↵ this plot a total of 89 events and infer the

corresponding statistical error as
p
89 events. According to Appendix B.7, the 95%

C.L. upper limit is given by N95%up = 18 events.

target
E0 Nel Lsh Ldec

Nobs N95%up
[GeV] #electrons Coulomb [m] [m]

KEK 183.84
74W 2.5 1.69⇥1017 27 mC 2.4 2.2 0 3

E141 183.84
74W 9 2⇥1015 0.32 mC 0.12 35 1126+1312

�1126 3419

E137 26.98
13Al 20 1.87⇥1020 30 C 179 204 0 3

Orsay 183.84
74W 1.6 2⇥1016 3.2 mC 1 2 0 3

E774 183.84
74W 275 5.2⇥109 0.83 nC 0.3 2 0+9

�0 18

Table 3.1: Overview of the di↵erent beam dump experiments analysed in this work and their

specifications. The target materials are labelled by their mass number A, atomic number

Z and chemical symbol A

Z

W/Al, where W stands for tungsten and Al for aluminium. The

number of observed events Nobs have directly been extracted from the experiment’s papers.

They di↵er in the case of E141 and E137 slightly from the estimates used in Ref. [266] as do

the corresponding 95% C.L. values obtained according to Appendix B.7.



Summary
1. Beam dump : !
    upper and lower limit!
    !
!
2. fixed target and collider!
    trident process is the background!
!
! S/√B ∝ ( N ε4 )1/2 !

         ε≲10-4!
!
     !
!
  !
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FIG. 6. Parameter space for dark photons (A0) with mass mA0 > 1 MeV (see Fig. 7 for

mA0 < 1 MeV). Shown are existing 90% confidence level limits from the SLAC and Fermilab

beam dump experiments E137, E141, and E774 [116–119] the electron and muon anomalous mag-

netic moment aµ [120–122], KLOE [123] (see also [124]), WASA-at-COSY [125], the test run results

reported by APEX [126] and MAMI [127], an estimate using a BaBar result [116, 128, 129], and a

constraint from supernova cooling [116, 130, 131]. In the green band, the A0 can explain the ob-

served discrepancy between the calculated and measured muon anomalous magnetic moment [120]

at 90% confidence level. On the right, we show in more detail the parameter space for larger values

of ✏. This parameter space can be probed by several proposed experiments, including APEX [132],

HPS [133], DarkLight [134], VEPP-3 [135, 136], MAMI, and MESA [137]. Existing and future

e+e� colliders such as BABAR, BELLE, KLOE, SuperB, BELLE-2, and KLOE-2 can also probe

large parts of the parameter space for ✏ > 10�4 � 10�3; their reach is not explicitly shown.

string theory constructions can generate much smaller ✏. While there is no clear minimum

for ✏, values in the 10�12 � 10�3 range have been predicted in the literature [140–143].

A dark sector consisting of particles that do not couple to any of the known forces and

containing an A0 is commonplace in many new physics scenarios. Such hidden sectors can

have a rich structure, consisting of, for example, fermions and many other gauge bosons.

The photon coupling to the A0 could provide the only non-gravitational window into their

existence. Hidden sectors are generic, for example, in string theory constructions [144–147].

and recent studies have drawn a very clear picture of the di↵erent possibilities obtainable in

type-II compactifications (see dotted contours in Fig. 7). Several portals beyond the kinetic

21
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determines the quantity ↵D✏

2 where ↵D is the coupling in the dark sector. The range that

explains DAMA, for ↵D ⇡ ↵, is roughly ✏ ⇠ 10�4

�
mU

1 GeV

�
2

. A more detailed discussion

appears in Ref. [24].

III. REACH OF U-BOSON SEARCHES AT LOW ENERGY HIGH LUMINOSITY

COLLIDERS

In this section, we examine the constraints and discovery potential for the U-boson at

GeV-scale collider experiments. The U-boson couples dominantly to J

EM

. Its production at

colliders is identical to that of the photon, although with a much suppressed rate. Therefore,

any experiment which produces a large number of energetic photons will have a chance to

produce and detect U-bosons as well.

Before a detailed numerical study, we present an order of magnitude estimate of the reach

at such low energy colliders (including BaBar, Belle, and BEPC). The U-boson signal comes

from the production process e

+

e

� ! �U , followed by U ! `

+

`

�. We denote the rate of

this signal process �

s

. The analogous QED process e

+

e

� ! �� has a rate �

0

⇠ �

s

/✏

2. The

main background in this case is QED process e

+

e

� ! �`

+

`

�, with the invariant mass of the

lepton pair m`+`� ⇠ mU . The dominant process is e

+

e

� ! ��

⇤ ! �`

+

`

�, with q�⇤ ⇠ mU .

The total rate for the QED background can be estimated as �

3

⇠ (↵/⇡)�
0

log(E
CM

/2m`).

The background rate in a window of size �m around m`+`� = mU is

��

3

⇠ ↵

⇡

�

0

�m

mU
=

↵

⇡

�

s

✏

2

�m

mU
. (4)

Therefore, with integrated luminosity L, we have

Sp
B

⇠
p

�

0

L ✏

2

p
↵/⇡

r
mU

�m

⇥ BR(U ! `

+

`

�). (5)

�

0

⇠ 1 ⇥ 107fb. We conclude that with 1 ab�1 of integrated luminosity, we can at most

achieve sensitivity ✏  10�4 with an idealized detector (�m ⇡ 1 MeV and perfect particle

identification e�ciency) for a U boson that decays dominantly into leptons. In reality, the

decay branching ratio into hadronic states can be extracted from the R-value measured in

e

+

e

� ! hadrons processes [23]. There is also another production channel e

+

e

� ! e

+

e

�(U !

4
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