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Earth is a planet, too!

How we can use paleoclimate as a tool to study
planetary atmospheres
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Motivation 1

Fundamental Climate Change Questions
Is global mean temperature sensitivity to greenhouse gas 
forcing on the low end (<2°C) or the high end >4°C)?

How strong is polar amplification of climate change?

Is there a thermostat that buffers tropical climates from 
warming?

Are there fundamental,qualitative transitions in the ocean-
atmosphere system, which render Earth’s climate non-Earth-
like?

What are the implications for life?

Sunday, February 10, 13



definition

Sensitivity Background

Climate Sensitivity

We can define a measure of climate 
sensitivity, say of temperature, as:

So if we know the sensitivity ratio (λR), we can
calculate the temperature change that will occur 
given the change in the forcing

∆TS=λR∆Q

total temperature change

total forcing change
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Sensitivity Background 3

shapes over time. AOGCM results for multi-gas mitigation scenarios
were not available for assessment in the IPCC AR4Working Group I
Report22. Consequently, IPCC AR4 Working Group III23 provided
equilibrium warming estimates corresponding to 2100 radiative
forcing levels for some multi-gas mitigation scenarios, using simpli-
fied regressions (Supplementary Fig. 6). Thus, 15 years after the first
pioneering mitigation studies11,12, there is still an important gap in
the literature relating emission budgets for lower emission profiles to
the probability of exceeding maximal warming levels; a gap that this
study intends to fill.

We compute time-evolving distributions of radiative forcing and
surface air temperature implications for the set of 26 IPCC SRES21

and 20 EMF-21 scenarios20 shown in Fig. 2a and b. We complement
these with 948 multi-gas equal quantile walk emission pathways24

that share—by design—similar multi-gas characteristics (Supplem-
entary Fig. 5) but represent a wide variety of plausible shapes, ranging
from early moderate reductions to later peaking and rapidly declin-
ing emissions towards near-zero emissions (Supplementary Infor-
mation). Whereas Fig. 2e shows a standard plot of global-mean tem-
perature versus time for two sample scenarios, Fig. 2f highlights the
strong correlation between maximum warming and cumulative
emissions. The fraction of climate model runs above 2 uC (dashed
line in Fig. 2f) is then our estimate for the probability of exceeding
2 uC for an individual scenario (as indicated by the dots in Fig. 3a).
We focus here on 2 uC relative to pre-industrial levels, as such a
warming limit has gained increasing prominence in science and
policy circles as a goal to prevent dangerous climate change25. We
recognize that 2 uC cannot be regarded as a ‘safe level’, and that (for
example) small island states and least developed countries are calling
for warming to be limited to 1.5 uC (Supplementary Information).

We chose the twenty-first century as our time horizon, as this time
frame is sufficiently long to determine which emission scenarios will
probably lead to a global surface warming below 2 uC. Under these
scenarios, temperatures have stabilized or peaked by 2100, while
warming continues under higher scenarios.

For our illustrative distribution of climate system properties, we
find that the probability of exceeding 2 uC can be limited to below
25% (50%) by keeping 2000–49 cumulative CO2 emissions from
fossil sources and land use change to below 1,000 (1,440) Gt CO2

(Fig. 3a and Table 1). If we resample model parameters to reproduce
18 published climate sensitivity distributions, we find a 10–42%
probability of exceeding 2 uC for such a budget of 1,000Gt CO2. If
the acceptable exceedance probability were only 20%, this would
require an emission budget of 890Gt CO2 or lower (illustrative
default). Given that around 234Gt CO2 were emitted between
2000 and 2006 and assuming constant rates of 36.3 Gt CO2 yr

21

(ref. 3) thereafter, we would exhaust the CO2 emission budget by
2024, 2027 or 2039, depending on the probability accepted for
exceeding 2 uC (respectively 20%, 25% or 50%).

To contrast observationally constrained probabilistic projections
against current AOGCM and carbon-cycle models, we ran each emis-
sion scenario with all permutations of 19 CMIP326 AOGCM and 10
C4MIP carbon-cycle model emulations16. The allowed emissions are
similar to the lower part of the range spanned by the observationally
constrained distributions, suggesting that the current AOGCMs do
not substantially over- or underestimate future climate change com-
pared to the values obtained using a model constrained by observa-
tions, although no probability statement can be derived from the
proportion of runs exceeding 2 uC (black dashed line in Fig. 3a).
Using an independent approach focusing on CO2 alone, Allen et al.27
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Figure 1 | Joint andmarginal probability distributions of climate sensitivity
and transient climate response. a, Marginal probability density functions
(PDFs) of climate sensitivity; b, marginal PDFs of transient climate response
(TCR); c, posterior joint distribution constraining model parameters to
historical temperatures, ocean heat uptake and radiative forcing under our

representative illustrative priors. For comparison, TCR and climate
sensitivities are shown in c for model versions that yield a close emulation of
19 CMIP3 AOGCMs (white circles)16. Data sources for curves 1–25 are given
in Supplementary Information.
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Feedbacks in GCMs

Dufresne and Bony 2008

°C 
warming 
for each 
feedback 
per one 
doubling
CO2
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low hanging fruit for deep paleoclimate

The importance of sensitivity >2

the emissions implied by the IPCC IS92a refer-
ence scenario assumptions (1, 6, 14).

On the basis of our current understand-
ing, we have determined that climate sen-
sitivity uncertainty exceeds carbon cycle
uncertainty in its impact on allowable emis-
sions. For CO2 stabilization scenarios, the
IPCC estimates (13) that carbon cycle un-
certainties translate into uncertainty in year
2100 allowable emissions “approaching an
upper bound” of –14 to !31%. For the
climate stabilization scenario described
here, climate sensitivity uncertainty in the
1.5° to 4.5°C range introduces –100 to
!429% uncertainty in year 2100 allowable
CO2 emissions relative to results at a 3°C
climate sensitivity (Fig. 1).

How does uncertainty in climate sensitivity
introduce uncertainty in predicted demand for
non–CO2-emitting energy sources? In our energy
analysis, we follow the approach of Hoffert et al.
(14), who have shown that to stabilize atmospher-
ic CO2 content we need massive amounts of
carbon-free energy and massive improvements in
the efficiency of energy use. There is no doubt
that long-term economic projections are unreli-
able, as they cannot anticipate unforeseen techno-
logical or socioeconomic revolutions. Neverthe-
less, emission scenarios frameworks have tried to
limit these uncertainty problems by providing
ranges of greenhouse gas emissions [e.g., the
IPCC IS92 and SRES future emissions of green-
house gases and aerosols precursors (1, 6, 7)].
These scenarios were not assigned probabilities
by the IPCC authors, nor were they considered as
predictions of the future; these scenarios illustrat-
ed various assumptions about economics, demog-
raphy, and policy on future emissions. Neverthe-
less, others have attempted to evaluate their like-
lihood (24). Here, we adopt the economic as-

sumptions of the IS92a scenario (1, 6) and
estimate, for a range of climate sensitivities, the
amount of carbon emissions–free energy required
to stabilize climate at a 2°C warming. We take the
CO2 emissions from the IS92a scenario and sub-
tract from it the amount of carbon that can be
released under the climate stabilization pathway
described. The result is the amount of additional
CO2 emissions that must be avoided to achieve
climate stabilization. We then estimate the
amount of additional carbon-free power needed to
replace the fossil fuel CO2 emissions, assuming
the use of the same fossil fuel mix as used in the
IS92a report. Because the IS92a scenario already
assumed the use of nuclear and some renewable
energy sources, this must be included to obtain
total carbon emissions–free primary power re-
quired for climate stabilization. The percentage of
primary power that must come from non–CO2-
emitting sources, for the allowable CO2 emissions
shown in Fig. 1, is shown in Fig. 2.

For climate stabilization at a 2°C warming
under IS92a economic assumptions, large
amounts of carbon emissions–free energy will be
required by mid-century, regardless of likely cli-
mate sensitivity (Figs. 2 and 3). By the end of the
century, between "75 and 100% of total power
demand will need to be provided by non–CO2-
releasing energy sources. In the calculation here,
a 2°C warming with a 1.5°C climate sensitivity
has allowable carbon emissions equivalent to a
4°C warming with a 3°C climate sensitivity (Eq.
1). Hence, even for a 4°C warming and climate
sensitivity in the middle of the IPCC accepted
range, stabilization of climate would require 75%
of our primary power to be generated by non–
carbon emitting sources.

Here, we investigated uncertainties in allow-
able CO2 emissions and carbon emissions–free
power requirements introduced by uncertainties
in climate sensitivity, for a specific set of tem-

perature stabilization pathways. However, time-
varying allowable emission rates are sensitive to
the details of the stabilization pathway; mean or
cumulative emissions are less sensitive (12). Fig-
ure 3 shows the rate at which carbon emissions–
free energy sources must be added to the power
generating capacity to achieve CO2 stabilization.
To achieve stabilization at a 2°C warming, we
would need to install "900 # 500 MW of
carbon emissions–free power generating capac-
ity each day over the next 50 years. This is
roughly the equivalent of a large carbon emis-
sions–free power plant becoming functional
somewhere in the world every day. In many
scenarios, this pace accelerates after mid-centu-
ry. If climate sensitivity is in the middle of the
IPCC range, under IS92a assumptions, even sta-
bilization at a 4°C warming would require instal-
lation of 410 MW of carbon emissions–free
energy capacity each day.

Uncertainty in climate sensitivity could per-
haps be reduced by a well-designed program of
climate model evaluation and improvement and
by observationally narrowing uncertainties in
non-CO2 sources of radiative forcing (e.g.,
aerosols, solar variation), changes in heat stor-
age among various components of Earth’s cli-
mate system, top-of-atmosphere radiative flux-
es, and changes in Earth’s surface temperature.
But, uncertainty in climate sensitivity is only
one factor affecting uncertainty in allowable
CO2 emissions. Uncertainty is introduced when
determining (i) acceptable amounts and rates of
climate change, (ii) greenhouse gas and aerosol
concentrations consistent with those amounts
and rates of climate change, and (iii) green-
house gas and aerosol emissions consistent with
those concentrations. Predicting future carbon

Fig. 1. Allowable emissions of CO2 to the
atmosphere to produce climate stabilization
at a 2°C global mean warming relative to the
preindustrial state, shown for different cli-
mate sensitivities. To achieve this climate
stabilization, we could either allow today’s
emission rate to double by mid-century or
need to bring emissions near zero, depending
on whether climate sensitivity is 1.5° or
4.5°C per CO2 doubling.

Fig. 2. Percentage of primary power from car-
bon emissions–free sources that would be re-
quired for stabilization of atmospheric CO2 by
year 2150 at a level that would produce a 2°C
global mean warming, shown for several possi-
ble climate sensitivities to a doubling of atmo-
spheric CO2 (in °C/doubling). Economic as-
sumptions are from the IS92a “business-as-
usual” scenario (1, 6).

Fig. 3. Mean rate of increase in installed capac-
ity in carbon emissions–free primary power
required over the period from year 2000 to
year 2050 to stabilize climate, shown as a
function of climate sensitivity to a CO2 dou-
bling and equilibrium mean global warming
under scenarios defined by Eq. 2. Economic
assumptions are from the IS92a scenario (1, 6).
For comparison, nuclear and renewable primary
power capacity was added at the rate of "40
MW/day over the 1990s, representing "10%
of total capacity added during this period (7).
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Future emissions pathways depend crucially on sensitivity

Stabilizing below ~2°C 
warming above pre-
industrial requires large 
decreases in 
emissions if climate 
sensitivity is low

it requires a complete 
halt to human 
emissions within the 
next 50 years, if 
sensitivity is ~4.5°C

Caldeira et al., 2008 (Science)
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Upper bound
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>2500 Gt easily available CO2

More, if we try hard

oil sands

positive feedbacks with carbon uptake by 
ocean/land surface

methane hydrate release

5000 GT is a reasonable upper bound
Meinshausen et al., 2009 (Nature)

How much carbon?
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Long term future
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Montenegro et al., 2007 (GRL)
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History of climate and forcing
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History

Thermostat Background 1

Thermostats
Long history

Linked to publication of CLIMAP LGM Sea 
Surface Temperatures (SSTs) and

Shackleton and Boersma Eocene SST 
compilations circa 1981
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Cloud thermostat

Thermostat Background

© 1991 Nature  Publishing Group

© 1991 Nature  Publishing Group
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Cloud thermostat

Thermostat Background
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Cloud forcing is invariant 
under a suitable buoyancy 

transformation
Both in the modern 

world and in the Eocene

No cloud thermostat

Thermostat Background

modern Eocene

Williams et al 2009 14
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Old reconstructions had tropical cooling

Old Cold Tropics Paradox
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Fig. 2. Globally averaged AT vs. globally averaged AQ observed for several different paleoclimates. 
Shown for comparison is a range of climate sensitivity values obtained by theoretical models, 
equivalent to 2-5 K for CO2 doubling. 

The most robust conclusion from all the paleocalibration results considered 

together is that the paleodata are approximately consistent with the range of climate 

sensitivity predicted by theory. The data points imply that Earth's true climate 

sensitivity lies somewhat in the lower half of the model-predicted range, and they 

allow the possibility that the actual climate sensitivity is slightly less than the 

lowest model-predicted value. However, a radical challenge to the GCM-based 

conventional wisdom, such as a claim that models overestimate AT2• by an 

order of magnitude or more, would need to explain why the paleodata points in 

Figure 2 lie close to the model-predicted range. Correlation of course does not Sunday, February 10, 13
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Proc. Natl. Acad. Sci. USA
Vol. 94, pp. 8335–8342, August 1997
Colloquium Paper

This paper was presented at a colloquium entitled “Carbon Dioxide and Climate Change,” organized by Charles D.
Keeling, held November 13–15, 1995, at the National Academy of Sciences, Irvine, CA.

Can increasing carbon dioxide cause climate change?

(global warming�climate sensitivity�climate modeling�greenhouse effect)

RICHARD S. LINDZEN

Building 54, Room 1720, Massachusetts Institute of Technology, Cambridge, MA 02139

ABSTRACT The realistic physical functioning of the
greenhouse effect is reviewed, and the role of dynamic trans-
port and water vapor is identified. Model errors and uncer-
tainties are quantitatively compared with the forcing due to
doubling CO2, and they are shown to be too large for reliable
model evaluations of climate sensitivities. The possibility of
directly measuring climate sensitivity is reviewed. A direct
approach using satellite data to relate changes in globally
averaged radiative f lux changes at the top of the atmosphere
to naturally occurring changes in global mean temperature is
described. Indirect approaches to evaluating climate sensitiv-
ity involving the response to volcanic eruptions and Eocene
climate change are also described. Finally, it is explained how,
in principle, a climate that is insensitive to gross radiative
forcing as produced by doubling CO2 might still be able to
undergo major changes of the sort associated with ice ages and
equable climates.

The title suggested for this paper (by Dave Keeling) is tanta-
lizing for its ambiguity. At some level, the answer is philo-
sophically trivial. After all, our knowledge is rarely so perfect
that we can say anything is absolutely impossible. In connec-
tion with this question we can go a bit further, and state that
increasing CO2 is likely to cause some climate change, and that
the resulting change will involve average warming of the earth.
However, this answer is almost as trivial as the first. The
climate is always undergoing change, and if the changes due to
increasing CO2 are smaller than the natural variability, then
these changes will be of only modest concern except as an
exercise in weak signal detection. The more serious question
then is do we expect increasing CO2 to produce sufficiently
large changes in climate so as to be clearly discernible and of
consequence for the affairs of humans and the ecosystem of
which we are part. This is the question I propose to approach
in this paper. I will first consider the question of whether
current model predictions are likely to be credible. We will see
why this is unlikely at best. I will then show how we might
estimate and bound climate sensitivity both directly and indi-
rectly from existing data. Finally, I will consider the relation-
ship of changes in mean temperature to changes in the
structure of climate. It has been suggested that small changes
in mean temperature are important because major changes in
past climate were associated with major changes in the equa-
tor-to-pole temperature difference, but only small changes in
the mean temperature. I will argue that the changes in mean
temperature may be only residuals of the changes in the
meridional temperature distribution rather than the cause.

Current Forecasts

Present projections of the climatic effects of increasing CO2
are based on models of varying degrees of complexity. The

relative similarity of all these predictions for the increase in
global mean temperature has lent a degree of plausibility to the
resulting predictions. We shall, in this section, analyze the
nature of these ‘‘traditional’’ results to understand what the
physical basis is for the common prediction. In the following
section we will examine some of the processes crucial to these
predictions to see whether they are known to sufficient accu-
racy for the purpose of climate predictions. Before doing this,
it will be necessary to briefly review the physics of the
‘‘greenhouse effect.’’ Although this process is usually summa-
rized by the assertion that infrared-absorbing gases inhibit the
ability of the earth’s surface to emit thermal radiation, and thus
force the surface to get warmer, the reality is substantially
more complex. Möller and Manabe (1) made an early start
toward understanding this matter. In this one-dimensional
study, both radiative and radiative–convective equilibria were
calculated using assumed distributions for humidity and cloud-
iness. The simplistic picture corresponds essentially to radia-
tive equilibrium, for which Möller and Manabe calculated the
equilibrium temperature of the surface to be about 350 K,
which is 95 K warmer than the black-body temperature of 255
K. When convection is included by introducing a simple
convective adjustment, the surface temperature comes down
to the observed value of 288 K. Convective adjustment reduced
the greenhouse effect by about 75%, by allowing for the fact
that radiation is not the only form of heat transfer in the
atmosphere. When infrared opacity is high, evaporation and
mechanical transport are more efficient ways for the surface to
cool. Lindzen (2) offered a more complete schematic of the
realistic operation of the natural greenhouse effect. One
begins by recognizing that water vapor, the atmosphere’s main
greenhouse gas, decreases in density rapidly with both height
and latitude. Surface radiative cooling in the tropics, which has
the highest concentration of water vapor, is negligible. Heat
from the tropical surface is carried upward by cumulus con-
vection and poleward by the Hadley circulation and planetary-
scale eddies to points where radiation can more efficiently
transport the heat to space. Where radiation can more effi-
ciently carry the heat depends on the radiative opacity and the
motions themselves. In point of fact, without knowing the
dynamical heat fluxes, it is clear that one cannot even calculate
the mean temperature of the earth. It is interesting, in this
regard, to look at model intercomparisons of meridional heat
flux, and their comparison with observationally based esti-
mates. An extensive study (3) shows that such differences reach
2 PW (petawatts). As shall be noted later, this is roughly
equivalent to differences in vertical f luxes of about 25
Wzm�2—much larger than the 4 Wzm�2 change that a doubling
of CO2 is expected to produce. A particularly acute example of
the problem with dynamic fluxes is revealed when one couples

© 1997 by The National Academy of Sciences 0027-8424�97�948335-8$2.00�0
PNAS is available online at http:��www.pnas.org.

Abbreviations: OLR, outgoing long-wave radiation; GCM, general
circulation model; GFDL, Geophysical Fluid Dynamics Laboratory;
GISS, Goddard Institute for Space Studies; TOA, top of atmosphere.
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port and water vapor is identified. Model errors and uncer-
tainties are quantitatively compared with the forcing due to
doubling CO2, and they are shown to be too large for reliable
model evaluations of climate sensitivities. The possibility of
directly measuring climate sensitivity is reviewed. A direct
approach using satellite data to relate changes in globally
averaged radiative f lux changes at the top of the atmosphere
to naturally occurring changes in global mean temperature is
described. Indirect approaches to evaluating climate sensitiv-
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forcing as produced by doubling CO2 might still be able to
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that we can say anything is absolutely impossible. In connec-
tion with this question we can go a bit further, and state that
increasing CO2 is likely to cause some climate change, and that
the resulting change will involve average warming of the earth.
However, this answer is almost as trivial as the first. The
climate is always undergoing change, and if the changes due to
increasing CO2 are smaller than the natural variability, then
these changes will be of only modest concern except as an
exercise in weak signal detection. The more serious question
then is do we expect increasing CO2 to produce sufficiently
large changes in climate so as to be clearly discernible and of
consequence for the affairs of humans and the ecosystem of
which we are part. This is the question I propose to approach
in this paper. I will first consider the question of whether
current model predictions are likely to be credible. We will see
why this is unlikely at best. I will then show how we might
estimate and bound climate sensitivity both directly and indi-
rectly from existing data. Finally, I will consider the relation-
ship of changes in mean temperature to changes in the
structure of climate. It has been suggested that small changes
in mean temperature are important because major changes in
past climate were associated with major changes in the equa-
tor-to-pole temperature difference, but only small changes in
the mean temperature. I will argue that the changes in mean
temperature may be only residuals of the changes in the
meridional temperature distribution rather than the cause.

Current Forecasts

Present projections of the climatic effects of increasing CO2
are based on models of varying degrees of complexity. The

relative similarity of all these predictions for the increase in
global mean temperature has lent a degree of plausibility to the
resulting predictions. We shall, in this section, analyze the
nature of these ‘‘traditional’’ results to understand what the
physical basis is for the common prediction. In the following
section we will examine some of the processes crucial to these
predictions to see whether they are known to sufficient accu-
racy for the purpose of climate predictions. Before doing this,
it will be necessary to briefly review the physics of the
‘‘greenhouse effect.’’ Although this process is usually summa-
rized by the assertion that infrared-absorbing gases inhibit the
ability of the earth’s surface to emit thermal radiation, and thus
force the surface to get warmer, the reality is substantially
more complex. Möller and Manabe (1) made an early start
toward understanding this matter. In this one-dimensional
study, both radiative and radiative–convective equilibria were
calculated using assumed distributions for humidity and cloud-
iness. The simplistic picture corresponds essentially to radia-
tive equilibrium, for which Möller and Manabe calculated the
equilibrium temperature of the surface to be about 350 K,
which is 95 K warmer than the black-body temperature of 255
K. When convection is included by introducing a simple
convective adjustment, the surface temperature comes down
to the observed value of 288 K. Convective adjustment reduced
the greenhouse effect by about 75%, by allowing for the fact
that radiation is not the only form of heat transfer in the
atmosphere. When infrared opacity is high, evaporation and
mechanical transport are more efficient ways for the surface to
cool. Lindzen (2) offered a more complete schematic of the
realistic operation of the natural greenhouse effect. One
begins by recognizing that water vapor, the atmosphere’s main
greenhouse gas, decreases in density rapidly with both height
and latitude. Surface radiative cooling in the tropics, which has
the highest concentration of water vapor, is negligible. Heat
from the tropical surface is carried upward by cumulus con-
vection and poleward by the Hadley circulation and planetary-
scale eddies to points where radiation can more efficiently
transport the heat to space. Where radiation can more effi-
ciently carry the heat depends on the radiative opacity and the
motions themselves. In point of fact, without knowing the
dynamical heat fluxes, it is clear that one cannot even calculate
the mean temperature of the earth. It is interesting, in this
regard, to look at model intercomparisons of meridional heat
flux, and their comparison with observationally based esti-
mates. An extensive study (3) shows that such differences reach
2 PW (petawatts). As shall be noted later, this is roughly
equivalent to differences in vertical f luxes of about 25
Wzm�2—much larger than the 4 Wzm�2 change that a doubling
of CO2 is expected to produce. A particularly acute example of
the problem with dynamic fluxes is revealed when one couples
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directly measuring climate sensitivity is reviewed. A direct
approach using satellite data to relate changes in globally
averaged radiative f lux changes at the top of the atmosphere
to naturally occurring changes in global mean temperature is
described. Indirect approaches to evaluating climate sensitiv-
ity involving the response to volcanic eruptions and Eocene
climate change are also described. Finally, it is explained how,
in principle, a climate that is insensitive to gross radiative
forcing as produced by doubling CO2 might still be able to
undergo major changes of the sort associated with ice ages and
equable climates.

The title suggested for this paper (by Dave Keeling) is tanta-
lizing for its ambiguity. At some level, the answer is philo-
sophically trivial. After all, our knowledge is rarely so perfect
that we can say anything is absolutely impossible. In connec-
tion with this question we can go a bit further, and state that
increasing CO2 is likely to cause some climate change, and that
the resulting change will involve average warming of the earth.
However, this answer is almost as trivial as the first. The
climate is always undergoing change, and if the changes due to
increasing CO2 are smaller than the natural variability, then
these changes will be of only modest concern except as an
exercise in weak signal detection. The more serious question
then is do we expect increasing CO2 to produce sufficiently
large changes in climate so as to be clearly discernible and of
consequence for the affairs of humans and the ecosystem of
which we are part. This is the question I propose to approach
in this paper. I will first consider the question of whether
current model predictions are likely to be credible. We will see
why this is unlikely at best. I will then show how we might
estimate and bound climate sensitivity both directly and indi-
rectly from existing data. Finally, I will consider the relation-
ship of changes in mean temperature to changes in the
structure of climate. It has been suggested that small changes
in mean temperature are important because major changes in
past climate were associated with major changes in the equa-
tor-to-pole temperature difference, but only small changes in
the mean temperature. I will argue that the changes in mean
temperature may be only residuals of the changes in the
meridional temperature distribution rather than the cause.

Current Forecasts

Present projections of the climatic effects of increasing CO2
are based on models of varying degrees of complexity. The

relative similarity of all these predictions for the increase in
global mean temperature has lent a degree of plausibility to the
resulting predictions. We shall, in this section, analyze the
nature of these ‘‘traditional’’ results to understand what the
physical basis is for the common prediction. In the following
section we will examine some of the processes crucial to these
predictions to see whether they are known to sufficient accu-
racy for the purpose of climate predictions. Before doing this,
it will be necessary to briefly review the physics of the
‘‘greenhouse effect.’’ Although this process is usually summa-
rized by the assertion that infrared-absorbing gases inhibit the
ability of the earth’s surface to emit thermal radiation, and thus
force the surface to get warmer, the reality is substantially
more complex. Möller and Manabe (1) made an early start
toward understanding this matter. In this one-dimensional
study, both radiative and radiative–convective equilibria were
calculated using assumed distributions for humidity and cloud-
iness. The simplistic picture corresponds essentially to radia-
tive equilibrium, for which Möller and Manabe calculated the
equilibrium temperature of the surface to be about 350 K,
which is 95 K warmer than the black-body temperature of 255
K. When convection is included by introducing a simple
convective adjustment, the surface temperature comes down
to the observed value of 288 K. Convective adjustment reduced
the greenhouse effect by about 75%, by allowing for the fact
that radiation is not the only form of heat transfer in the
atmosphere. When infrared opacity is high, evaporation and
mechanical transport are more efficient ways for the surface to
cool. Lindzen (2) offered a more complete schematic of the
realistic operation of the natural greenhouse effect. One
begins by recognizing that water vapor, the atmosphere’s main
greenhouse gas, decreases in density rapidly with both height
and latitude. Surface radiative cooling in the tropics, which has
the highest concentration of water vapor, is negligible. Heat
from the tropical surface is carried upward by cumulus con-
vection and poleward by the Hadley circulation and planetary-
scale eddies to points where radiation can more efficiently
transport the heat to space. Where radiation can more effi-
ciently carry the heat depends on the radiative opacity and the
motions themselves. In point of fact, without knowing the
dynamical heat fluxes, it is clear that one cannot even calculate
the mean temperature of the earth. It is interesting, in this
regard, to look at model intercomparisons of meridional heat
flux, and their comparison with observationally based esti-
mates. An extensive study (3) shows that such differences reach
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Indirect Approach: Eocene.... Past climates involved 
marked changes in the equator-to-pole temperature 
difference....for warmer climates, like that of the 
Eocene.... the reduced equator-to-pole temperature 
difference almost certainly called for an increased heat 
flux out of the tropics.....

This ought to have cooled the tropics, and, indeed, early 
estimates of Eocene equatorial temperatures indicated 
that the tropics may have been as much as 5°C cooler 
than they are today.....

However, recent corrections to these early estimates 
have reduced the equatorial cooling to less than 1°C 
[Zachos et al., 1994], which is more in line with the 
sensitivity estimates based on the sequence of volcanos 
around the turn of the past century....
 Again, there are legitimate questions about this 
procedure, not the least of which concern the reliability 
and representativeness of the paleoclimatic data. The 
role of potentially higher levels of CO2 during the 
Eocene could have contributed to reduced equatorial 
cooling, though current assessments [Sinha and Stott, 
1994] suggest that CO2 levels during the Eocene were 
only double present values, and such changes would 
cancel only 4 W/m^2.
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temperature may be only residuals of the changes in the
meridional temperature distribution rather than the cause.
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relative similarity of all these predictions for the increase in
global mean temperature has lent a degree of plausibility to the
resulting predictions. We shall, in this section, analyze the
nature of these ‘‘traditional’’ results to understand what the
physical basis is for the common prediction. In the following
section we will examine some of the processes crucial to these
predictions to see whether they are known to sufficient accu-
racy for the purpose of climate predictions. Before doing this,
it will be necessary to briefly review the physics of the
‘‘greenhouse effect.’’ Although this process is usually summa-
rized by the assertion that infrared-absorbing gases inhibit the
ability of the earth’s surface to emit thermal radiation, and thus
force the surface to get warmer, the reality is substantially
more complex. Möller and Manabe (1) made an early start
toward understanding this matter. In this one-dimensional
study, both radiative and radiative–convective equilibria were
calculated using assumed distributions for humidity and cloud-
iness. The simplistic picture corresponds essentially to radia-
tive equilibrium, for which Möller and Manabe calculated the
equilibrium temperature of the surface to be about 350 K,
which is 95 K warmer than the black-body temperature of 255
K. When convection is included by introducing a simple
convective adjustment, the surface temperature comes down
to the observed value of 288 K. Convective adjustment reduced
the greenhouse effect by about 75%, by allowing for the fact
that radiation is not the only form of heat transfer in the
atmosphere. When infrared opacity is high, evaporation and
mechanical transport are more efficient ways for the surface to
cool. Lindzen (2) offered a more complete schematic of the
realistic operation of the natural greenhouse effect. One
begins by recognizing that water vapor, the atmosphere’s main
greenhouse gas, decreases in density rapidly with both height
and latitude. Surface radiative cooling in the tropics, which has
the highest concentration of water vapor, is negligible. Heat
from the tropical surface is carried upward by cumulus con-
vection and poleward by the Hadley circulation and planetary-
scale eddies to points where radiation can more efficiently
transport the heat to space. Where radiation can more effi-
ciently carry the heat depends on the radiative opacity and the
motions themselves. In point of fact, without knowing the
dynamical heat fluxes, it is clear that one cannot even calculate
the mean temperature of the earth. It is interesting, in this
regard, to look at model intercomparisons of meridional heat
flux, and their comparison with observationally based esti-
mates. An extensive study (3) shows that such differences reach
2 PW (petawatts). As shall be noted later, this is roughly
equivalent to differences in vertical f luxes of about 25
Wzm�2—much larger than the 4 Wzm�2 change that a doubling
of CO2 is expected to produce. A particularly acute example of
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ABSTRACT The realistic physical functioning of the
greenhouse effect is reviewed, and the role of dynamic trans-
port and water vapor is identified. Model errors and uncer-
tainties are quantitatively compared with the forcing due to
doubling CO2, and they are shown to be too large for reliable
model evaluations of climate sensitivities. The possibility of
directly measuring climate sensitivity is reviewed. A direct
approach using satellite data to relate changes in globally
averaged radiative f lux changes at the top of the atmosphere
to naturally occurring changes in global mean temperature is
described. Indirect approaches to evaluating climate sensitiv-
ity involving the response to volcanic eruptions and Eocene
climate change are also described. Finally, it is explained how,
in principle, a climate that is insensitive to gross radiative
forcing as produced by doubling CO2 might still be able to
undergo major changes of the sort associated with ice ages and
equable climates.

The title suggested for this paper (by Dave Keeling) is tanta-
lizing for its ambiguity. At some level, the answer is philo-
sophically trivial. After all, our knowledge is rarely so perfect
that we can say anything is absolutely impossible. In connec-
tion with this question we can go a bit further, and state that
increasing CO2 is likely to cause some climate change, and that
the resulting change will involve average warming of the earth.
However, this answer is almost as trivial as the first. The
climate is always undergoing change, and if the changes due to
increasing CO2 are smaller than the natural variability, then
these changes will be of only modest concern except as an
exercise in weak signal detection. The more serious question
then is do we expect increasing CO2 to produce sufficiently
large changes in climate so as to be clearly discernible and of
consequence for the affairs of humans and the ecosystem of
which we are part. This is the question I propose to approach
in this paper. I will first consider the question of whether
current model predictions are likely to be credible. We will see
why this is unlikely at best. I will then show how we might
estimate and bound climate sensitivity both directly and indi-
rectly from existing data. Finally, I will consider the relation-
ship of changes in mean temperature to changes in the
structure of climate. It has been suggested that small changes
in mean temperature are important because major changes in
past climate were associated with major changes in the equa-
tor-to-pole temperature difference, but only small changes in
the mean temperature. I will argue that the changes in mean
temperature may be only residuals of the changes in the
meridional temperature distribution rather than the cause.

Current Forecasts

Present projections of the climatic effects of increasing CO2
are based on models of varying degrees of complexity. The

relative similarity of all these predictions for the increase in
global mean temperature has lent a degree of plausibility to the
resulting predictions. We shall, in this section, analyze the
nature of these ‘‘traditional’’ results to understand what the
physical basis is for the common prediction. In the following
section we will examine some of the processes crucial to these
predictions to see whether they are known to sufficient accu-
racy for the purpose of climate predictions. Before doing this,
it will be necessary to briefly review the physics of the
‘‘greenhouse effect.’’ Although this process is usually summa-
rized by the assertion that infrared-absorbing gases inhibit the
ability of the earth’s surface to emit thermal radiation, and thus
force the surface to get warmer, the reality is substantially
more complex. Möller and Manabe (1) made an early start
toward understanding this matter. In this one-dimensional
study, both radiative and radiative–convective equilibria were
calculated using assumed distributions for humidity and cloud-
iness. The simplistic picture corresponds essentially to radia-
tive equilibrium, for which Möller and Manabe calculated the
equilibrium temperature of the surface to be about 350 K,
which is 95 K warmer than the black-body temperature of 255
K. When convection is included by introducing a simple
convective adjustment, the surface temperature comes down
to the observed value of 288 K. Convective adjustment reduced
the greenhouse effect by about 75%, by allowing for the fact
that radiation is not the only form of heat transfer in the
atmosphere. When infrared opacity is high, evaporation and
mechanical transport are more efficient ways for the surface to
cool. Lindzen (2) offered a more complete schematic of the
realistic operation of the natural greenhouse effect. One
begins by recognizing that water vapor, the atmosphere’s main
greenhouse gas, decreases in density rapidly with both height
and latitude. Surface radiative cooling in the tropics, which has
the highest concentration of water vapor, is negligible. Heat
from the tropical surface is carried upward by cumulus con-
vection and poleward by the Hadley circulation and planetary-
scale eddies to points where radiation can more efficiently
transport the heat to space. Where radiation can more effi-
ciently carry the heat depends on the radiative opacity and the
motions themselves. In point of fact, without knowing the
dynamical heat fluxes, it is clear that one cannot even calculate
the mean temperature of the earth. It is interesting, in this
regard, to look at model intercomparisons of meridional heat
flux, and their comparison with observationally based esti-
mates. An extensive study (3) shows that such differences reach
2 PW (petawatts). As shall be noted later, this is roughly
equivalent to differences in vertical f luxes of about 25
Wzm�2—much larger than the 4 Wzm�2 change that a doubling
of CO2 is expected to produce. A particularly acute example of
the problem with dynamic fluxes is revealed when one couples
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climate is always undergoing change, and if the changes due to
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these changes will be of only modest concern except as an
exercise in weak signal detection. The more serious question
then is do we expect increasing CO2 to produce sufficiently
large changes in climate so as to be clearly discernible and of
consequence for the affairs of humans and the ecosystem of
which we are part. This is the question I propose to approach
in this paper. I will first consider the question of whether
current model predictions are likely to be credible. We will see
why this is unlikely at best. I will then show how we might
estimate and bound climate sensitivity both directly and indi-
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ship of changes in mean temperature to changes in the
structure of climate. It has been suggested that small changes
in mean temperature are important because major changes in
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the mean temperature. I will argue that the changes in mean
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tive equilibrium, for which Möller and Manabe calculated the
equilibrium temperature of the surface to be about 350 K,
which is 95 K warmer than the black-body temperature of 255
K. When convection is included by introducing a simple
convective adjustment, the surface temperature comes down
to the observed value of 288 K. Convective adjustment reduced
the greenhouse effect by about 75%, by allowing for the fact
that radiation is not the only form of heat transfer in the
atmosphere. When infrared opacity is high, evaporation and
mechanical transport are more efficient ways for the surface to
cool. Lindzen (2) offered a more complete schematic of the
realistic operation of the natural greenhouse effect. One
begins by recognizing that water vapor, the atmosphere’s main
greenhouse gas, decreases in density rapidly with both height
and latitude. Surface radiative cooling in the tropics, which has
the highest concentration of water vapor, is negligible. Heat
from the tropical surface is carried upward by cumulus con-
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scale eddies to points where radiation can more efficiently
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ciently carry the heat depends on the radiative opacity and the
motions themselves. In point of fact, without knowing the
dynamical heat fluxes, it is clear that one cannot even calculate
the mean temperature of the earth. It is interesting, in this
regard, to look at model intercomparisons of meridional heat
flux, and their comparison with observationally based esti-
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increasing CO2 are smaller than the natural variability, then
these changes will be of only modest concern except as an
exercise in weak signal detection. The more serious question
then is do we expect increasing CO2 to produce sufficiently
large changes in climate so as to be clearly discernible and of
consequence for the affairs of humans and the ecosystem of
which we are part. This is the question I propose to approach
in this paper. I will first consider the question of whether
current model predictions are likely to be credible. We will see
why this is unlikely at best. I will then show how we might
estimate and bound climate sensitivity both directly and indi-
rectly from existing data. Finally, I will consider the relation-
ship of changes in mean temperature to changes in the
structure of climate. It has been suggested that small changes
in mean temperature are important because major changes in
past climate were associated with major changes in the equa-
tor-to-pole temperature difference, but only small changes in
the mean temperature. I will argue that the changes in mean
temperature may be only residuals of the changes in the
meridional temperature distribution rather than the cause.

Current Forecasts

Present projections of the climatic effects of increasing CO2
are based on models of varying degrees of complexity. The

relative similarity of all these predictions for the increase in
global mean temperature has lent a degree of plausibility to the
resulting predictions. We shall, in this section, analyze the
nature of these ‘‘traditional’’ results to understand what the
physical basis is for the common prediction. In the following
section we will examine some of the processes crucial to these
predictions to see whether they are known to sufficient accu-
racy for the purpose of climate predictions. Before doing this,
it will be necessary to briefly review the physics of the
‘‘greenhouse effect.’’ Although this process is usually summa-
rized by the assertion that infrared-absorbing gases inhibit the
ability of the earth’s surface to emit thermal radiation, and thus
force the surface to get warmer, the reality is substantially
more complex. Möller and Manabe (1) made an early start
toward understanding this matter. In this one-dimensional
study, both radiative and radiative–convective equilibria were
calculated using assumed distributions for humidity and cloud-
iness. The simplistic picture corresponds essentially to radia-
tive equilibrium, for which Möller and Manabe calculated the
equilibrium temperature of the surface to be about 350 K,
which is 95 K warmer than the black-body temperature of 255
K. When convection is included by introducing a simple
convective adjustment, the surface temperature comes down
to the observed value of 288 K. Convective adjustment reduced
the greenhouse effect by about 75%, by allowing for the fact
that radiation is not the only form of heat transfer in the
atmosphere. When infrared opacity is high, evaporation and
mechanical transport are more efficient ways for the surface to
cool. Lindzen (2) offered a more complete schematic of the
realistic operation of the natural greenhouse effect. One
begins by recognizing that water vapor, the atmosphere’s main
greenhouse gas, decreases in density rapidly with both height
and latitude. Surface radiative cooling in the tropics, which has
the highest concentration of water vapor, is negligible. Heat
from the tropical surface is carried upward by cumulus con-
vection and poleward by the Hadley circulation and planetary-
scale eddies to points where radiation can more efficiently
transport the heat to space. Where radiation can more effi-
ciently carry the heat depends on the radiative opacity and the
motions themselves. In point of fact, without knowing the
dynamical heat fluxes, it is clear that one cannot even calculate
the mean temperature of the earth. It is interesting, in this
regard, to look at model intercomparisons of meridional heat
flux, and their comparison with observationally based esti-
mates. An extensive study (3) shows that such differences reach
2 PW (petawatts). As shall be noted later, this is roughly
equivalent to differences in vertical f luxes of about 25
Wzm�2—much larger than the 4 Wzm�2 change that a doubling
of CO2 is expected to produce. A particularly acute example of
the problem with dynamic fluxes is revealed when one couples
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Indirect Approach: Eocene.... Past climates involved 
marked changes in the equator-to-pole temperature 
difference....for warmer climates, like that of the 
Eocene.... the reduced equator-to-pole temperature 
difference almost certainly called for an increased heat 
flux out of the tropics.....

This ought to have cooled the tropics, and, indeed, early 
estimates of Eocene equatorial temperatures indicated 
that the tropics may have been as much as 5°C cooler 
than they are today.....

However, recent corrections to these early estimates 
have reduced the equatorial cooling to less than 1°C 
[Zachos et al., 1994], which is more in line with the 
sensitivity estimates based on the sequence of volcanos 
around the turn of the past century....
 Again, there are legitimate questions about this 
procedure, not the least of which concern the reliability 
and representativeness of the paleoclimatic data. The 
role of potentially higher levels of CO2 during the 
Eocene could have contributed to reduced equatorial 
cooling, though current assessments [Sinha and Stott, 
1994] suggest that CO2 levels during the Eocene were 
only double present values, and such changes would 
cancel only 4 W/m^2.
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ABSTRACT The realistic physical functioning of the
greenhouse effect is reviewed, and the role of dynamic trans-
port and water vapor is identified. Model errors and uncer-
tainties are quantitatively compared with the forcing due to
doubling CO2, and they are shown to be too large for reliable
model evaluations of climate sensitivities. The possibility of
directly measuring climate sensitivity is reviewed. A direct
approach using satellite data to relate changes in globally
averaged radiative f lux changes at the top of the atmosphere
to naturally occurring changes in global mean temperature is
described. Indirect approaches to evaluating climate sensitiv-
ity involving the response to volcanic eruptions and Eocene
climate change are also described. Finally, it is explained how,
in principle, a climate that is insensitive to gross radiative
forcing as produced by doubling CO2 might still be able to
undergo major changes of the sort associated with ice ages and
equable climates.

The title suggested for this paper (by Dave Keeling) is tanta-
lizing for its ambiguity. At some level, the answer is philo-
sophically trivial. After all, our knowledge is rarely so perfect
that we can say anything is absolutely impossible. In connec-
tion with this question we can go a bit further, and state that
increasing CO2 is likely to cause some climate change, and that
the resulting change will involve average warming of the earth.
However, this answer is almost as trivial as the first. The
climate is always undergoing change, and if the changes due to
increasing CO2 are smaller than the natural variability, then
these changes will be of only modest concern except as an
exercise in weak signal detection. The more serious question
then is do we expect increasing CO2 to produce sufficiently
large changes in climate so as to be clearly discernible and of
consequence for the affairs of humans and the ecosystem of
which we are part. This is the question I propose to approach
in this paper. I will first consider the question of whether
current model predictions are likely to be credible. We will see
why this is unlikely at best. I will then show how we might
estimate and bound climate sensitivity both directly and indi-
rectly from existing data. Finally, I will consider the relation-
ship of changes in mean temperature to changes in the
structure of climate. It has been suggested that small changes
in mean temperature are important because major changes in
past climate were associated with major changes in the equa-
tor-to-pole temperature difference, but only small changes in
the mean temperature. I will argue that the changes in mean
temperature may be only residuals of the changes in the
meridional temperature distribution rather than the cause.

Current Forecasts

Present projections of the climatic effects of increasing CO2
are based on models of varying degrees of complexity. The

relative similarity of all these predictions for the increase in
global mean temperature has lent a degree of plausibility to the
resulting predictions. We shall, in this section, analyze the
nature of these ‘‘traditional’’ results to understand what the
physical basis is for the common prediction. In the following
section we will examine some of the processes crucial to these
predictions to see whether they are known to sufficient accu-
racy for the purpose of climate predictions. Before doing this,
it will be necessary to briefly review the physics of the
‘‘greenhouse effect.’’ Although this process is usually summa-
rized by the assertion that infrared-absorbing gases inhibit the
ability of the earth’s surface to emit thermal radiation, and thus
force the surface to get warmer, the reality is substantially
more complex. Möller and Manabe (1) made an early start
toward understanding this matter. In this one-dimensional
study, both radiative and radiative–convective equilibria were
calculated using assumed distributions for humidity and cloud-
iness. The simplistic picture corresponds essentially to radia-
tive equilibrium, for which Möller and Manabe calculated the
equilibrium temperature of the surface to be about 350 K,
which is 95 K warmer than the black-body temperature of 255
K. When convection is included by introducing a simple
convective adjustment, the surface temperature comes down
to the observed value of 288 K. Convective adjustment reduced
the greenhouse effect by about 75%, by allowing for the fact
that radiation is not the only form of heat transfer in the
atmosphere. When infrared opacity is high, evaporation and
mechanical transport are more efficient ways for the surface to
cool. Lindzen (2) offered a more complete schematic of the
realistic operation of the natural greenhouse effect. One
begins by recognizing that water vapor, the atmosphere’s main
greenhouse gas, decreases in density rapidly with both height
and latitude. Surface radiative cooling in the tropics, which has
the highest concentration of water vapor, is negligible. Heat
from the tropical surface is carried upward by cumulus con-
vection and poleward by the Hadley circulation and planetary-
scale eddies to points where radiation can more efficiently
transport the heat to space. Where radiation can more effi-
ciently carry the heat depends on the radiative opacity and the
motions themselves. In point of fact, without knowing the
dynamical heat fluxes, it is clear that one cannot even calculate
the mean temperature of the earth. It is interesting, in this
regard, to look at model intercomparisons of meridional heat
flux, and their comparison with observationally based esti-
mates. An extensive study (3) shows that such differences reach
2 PW (petawatts). As shall be noted later, this is roughly
equivalent to differences in vertical f luxes of about 25
Wzm�2—much larger than the 4 Wzm�2 change that a doubling
of CO2 is expected to produce. A particularly acute example of
the problem with dynamic fluxes is revealed when one couples
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and d18O because benthic d18O changes rapidly during these
intervals while Mg/Ca remains relatively stable through the
Paleocene and changes gradually through part of the Eocene
record. Although the decay and subsequent regrowth of a
large ice sheet in the Eocene is the mostly likely mechanism
to drive the change in benthic d18O, such a large volume of
ice (50–80% of modern ice volume) in the globally warm
early Paleogene world is not very plausible. Not only is
there a lack of geological and paleontological evidence for
an ice sheet of this size in the early Paleogene, climate
studies from this time interval indicate a very warm, equable
climate characterized by low gradients in pole-to-equator
surface temperatures [e.g., Zachos et al., 1994]. Unless
direct evidence of such ice is discovered we must acknowl-
edge that the scenario for significant ice volume in the late
Paleocene and early middle Eocene is difficult to prove
independently.
4.6.4. Hypothesis 4: pH
[47] In addition to temperature and seawater oxygen

isotope composition, the d18O proxy is also sensitive to
pH [Spero et al., 1997]. To induce a negative shift of
0.8% in d18O would require an increase in carbonate ion
concentration, [CO3

2!], of 400 mmol/kg and a concomi-
tant decrease in d13C of 2.4% according to the modern
calibration of planktonic foraminifera [Spero et al., 1997].
Although d13C does decrease by roughly this amount, the
proposed change in pH is well beyond the range of
[CO3

2!] in the modern ocean as well as the range
proposed for the last glacial maximum [Broecker and

Peng, 1982; Sanyal et al., 1995]. Moreover, there is not
evidence for a significant deepening of the carbonate
compensation depth in the early Eocene Pacific basin,
though there are few records that span this time period
[Van Andel, 1975; Lyle et al., 2002; Hancock and
Dickens, 2005]. One further weakness of this hypothesis
is that change in pH has been demonstrated to decrease
planktonic Mg/Ca by 6% per 0.1 pH unit [Lea et al.,
1999]. If a similar relationship exists for benthic Mg/Ca
and pH, then variable pH in the deep ocean cannot
explain decoupling of Mg/Ca and d18O.
4.6.5. Hypothesis 5: Opening of an Oceanic Gateway
[48] We submit one final hypothesis for a mechanism

capable of altering dw by 0.8% in the early Paleogene
that calls upon the dynamic rearrangement of the global
ocean during this time interval. The opening of several
major oceanic gateways mentioned earlier might have
established a deep-water connection to a large, restricted
basin of significantly different oxygen isotope composi-
tion. Such a scenario could account for an influx of water
depleted in 18O that would be capable of affecting the
benthic d18O signal in all ocean basins. This explanation
is appealing because the opening northern North Atlantic
would have established a connection to the Arctic Ocean
basin, which likely would have had a much lower dw, due
in part to the entrapment of 18O-depleted, high-latitude
meteoric water. Whether there was a large enough volume
of water and whether it was depleted enough to induce a
large negative shift in benthic d18O of all ocean basins is
debatable.
4.6.6. Comparison to Other Paleogene Mg/Ca Records
[49] To this point, we have focused on comparison of

Mg/Ca and d18O of benthic foraminifera at Site 1209
without consideration for other benthic Mg/Ca records
from this time interval. Only two other studies have been
conducted representing two somewhat shallower sites in
the Southern Ocean (ODP Site 689) and the Indian Ocean
(ODP Site 757) (Table 1 and Figure 1) [Lear et al., 2000;
Billups and Schrag, 2003]. For purposes of comparison,
data from these studies have been converted to temper-
ature using modern core top calibrations of Lear et al.
[2002] and assuming a modern Mg/CaSW of 5.2 mol/mol
(Figure 9).
[50] If we assume that ODP Sites 689, 757, and 1209 all

represent an intermediate to deep water signal then their
benthic Mg/Ca records should be comparable. Site 1209
shows excellent agreement with the Lear et al. [2000] Mg/
Ca data where these records overlap. In contrast, both
records generated by Billups and Schrag [2003] display
dramatic increase in Mg/Ca (and hence in reconstructed
temperatures) down core. This is somewhat paradoxical
because the Lear et al. [2000] data during this time interval
is entirely based upon ODP Site 689, the same site inves-
tigated by Billups and Schrag [2003]. The difference in
these records is presumably due to (1) potential differences
in cleaning protocols; (2) accuracy of interlaboratory Mg/Ca
data; (3) unrecognized size and/or ontogenetic differences in
Mg/Ca of benthic foraminifera; or (4) inappropriate appli-
cation of modern core top calibrations to extinct taxa.
Unfortunately, it is difficult to discuss comparisons between

Figure 8. Reconstructed paleotemperatures for benthic
foraminifera (solid circles), deep-dwelling planktonics (i.e.,
Subbotina, squares), and surface-dwelling planktonics
(open circles). Benthic paleotemperatures are calculated
using Mg/Ca compositions; planktonic paleotemperatures
are calculated using d18O data and dw = !0.98%
(Subbotina) and !0.14% (surface dwellers).
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tope ratio of seawater, or differing carbonate ion concentrations, because 
these factor are not suffi ciently well known. The paleotemperature equa-
tion for the TEX86 proxy was based on data from Holocene core top sedi-
ments (Schouten et al., 2002). Because the measurements presented here 
were beyond the range of the calibration set, it was necessary to extrapo-
late the calibration to derive SSTs. The relationship between TEX86 and 
SST may not be linear, so we followed the approach of Schouten et al. 
(2003), in which the extrapolation is made using only data from Holo-
cene sediments with SSTs >20 °C.

FORAMINIFER SHELL PRESERVATION
The deep-sea sites with the most complete multispecies tropical 

isotope records are Ocean Drilling Program (ODP) Sites 865 and 1209, 
both from the Pacifi c Ocean (Bralower et al., 1995; Dutton et al., 2005a, 
2005b). Foraminifera from these sites and Tanzania were examined using 
refl ected light (RL) and scanning electron microscopy (SEM) at high reso-
lution to determine the preservation state of the shells (Fig. 1). The Tanza-
nian specimens are translucent and refl ective under the light microscope, 
giving them a “glassy” appearance. This feature contrasts with the opaque, 
chalky white shells from both deep-sea sites. At low magnifi cation with 
SEM, the shells reveal comparable features of the wall surfaces such as 
pores, interpore ridges, and other ornamentation. At high resolution, how-
ever, the deep-sea sites both show a pervasive texture of equant crystal-
lites, typically 1 µm in diameter, with obvious crystal faces. This contrasts 
with the well-preserved Tanzanian specimens, which have microgranular 
textures similar to unaltered modern shells (see Hemleben et al., 1989). 
Although the deep-sea foraminifers from Sites 865 and 1209 have been 
described as well preserved (Bralower et al., 1995; Dutton et al., 2005a, 
2005b), our observations indicate that they have been wholly recrystal-
lized (i.e., replaced with neomorphic calcite). They also have suffered 
from partial dissolution and overgrowth by larger diagenetic crystals on 
their surfaces, especially at Site 1209.

Not only would recrystallization of the deep-sea foraminifer shells 
in cold seafl oor conditions be expected to bias oxygen isotope paleo-
temperature estimates toward unrealistically cold temperatures, it would 
also reduce the isotopic differentials between different species from differ-
ent habitats (Pearson et al., 2001). For each of our samples, we analyzed 
a range of different species that would have lived at different depths in the 
water column and at different times of year. We note that in every case the 
Tanzanian assemblages have much larger isotopic differentials between 
species than is typically reported from deep-sea sites. Although compari-
sons between different locations can never be defi nitive, the contrast in 
interspecies differentials supports the notion of over 50% diagenetic com-
ponent in the deep-sea data (Pearson et al., 2001).

RESULTS AND DISCUSSION
Our SST estimates from both Tanzanian stable isotopes and TEX86 

measurements are consistently warmer than modern (Fig. 2). Although 
both methods have associated uncertainties, the degree of concordance 
between them lends confi dence to a quantitative interpretation of the 
record. Maximum SSTs are mostly >30 °C, a temperature that is rarely 
reached in the modern open ocean, and other areas would have been 
warmer still (Huber and Sloan, 2001). A striking feature of the record 
is the relative constancy in implied SSTs from the early Eocene “cli-
mate optimum” (ca. 52 Ma) to the early Oligocene. We fi nd no evi-
dence for substantial SST cooling, such as has been argued for many 
years on the basis of the deep-sea planktonic isotope data (Shackleton 
and Kennett, 1975; Bralower et al., 1995; Dutton et al., 2005b). The 
late Eocene and early Oligocene values may indicate slightly cooler 
temperatures, but the data could equally be interpreted as resulting 
from the effect of a small amount of additional ice on the planet at 
these times. The Paleocene and earliest Eocene data may indicate a 

tropical warming trend through this period, but more data are required 
to investigate this possibility.

Benthic foraminifer shells from the deep-sea sites show diagenetic 
textures similar to planktonic forms (Fig. 1). With caution, however, their 
oxygen isotope values can be interpreted as an attenuated bottom water 
temperature record, because both biomineralization and recrystallization 
would have occurred in contact with cold bottom or pore waters. The bot-
tom water masses at Sites 865 and 1209 (oceanic intermediate water) were 
derived from high latitudes for most or all of the time (Bralower et al., 
1995; Dutton et al., 2005b), and therefore their oxygen isotope records 
imply polar cooling through the Eocene.

Given the warm stable tropical climate indicated by the Tanzanian 
record, it is diffi cult to explain the planktonic oxygen isotope trends in 
the deep-sea sites by surface cooling; hence, we reinterpret the trends as 
refl ecting a change in the seafl oor diagenetic component. At both sites, 
there is a decline in the reported shell preservation up-section (Bralower 
et al., 1995; Petrizzo et al., 2005), which is supported by our own obser-
vations. It may be that the degree of diagenetic overprint at both Sites 
865 and 1209 increased from the Paleocene through the Eocene as bottom 
waters became more undersaturated, colder, and more corrosive, and this 
effect may have been more severe at the deeper site (Site 1209).

The composite Tanzanian drill-core record is valuable because it 
contains excellently preserved foraminifer shells from a wide spread of 
ages through the Paleogene. Geochemical proxies for atmospheric car-
bon dioxide indicate high but declining levels over this interval (Pearson 
and Palmer, 2000; Pagani et al., 2005). Models of Eocene climate with 
high CO2 concentrations (Huber and Sloan, 2001; Shellito et al., 2003) 
predict that tropical SSTs were signifi cantly warmer than modern, which 
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Figure 2. Tanzanian and deep-sea paleotemperature estimates 
from foraminifer oxygen isotope ratios and TEX86 analyses. Modern 
seasonal temperature range from offshore Tanzania is shown for 
comparison. Open circles—benthic foraminifers (green—Site 865; 
blue—Site 1209); closed circles—surface-dwelling planktonic fora-
minifers (green—Site 865; blue—Site 1209); red closed circles—new 
Tanzania planktonic foraminifer data from drill cores; red closed 
squares—Tanzanian planktonic foraminifer data from outcrops by 
Pearson et al. (2001); yellow circles—new Tanzanian TEX86 estimates 
from drill cores. Note that oxygen isotope sea-surface temperature 
(SST) estimates are taken from lightest value given by an assem-
blage. Full list of species and their oxygen and carbon isotope data 
is given in GSA Data Repository (see text footnote 1). Note that two 
data points from Site 1209 have been omitted from fi gure because 
they were interpreted by Dutton et al. (2005b) as indicating a tran-
sient low-latitude water source at that site.

Dutton et al 2006 (left), benthic and plankton
temperatures, Site 865, C. Equatorial Pacific

Pearson et al., 2007, surface temperatures 
from Tanzania (~18°S) 17
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Basin and East Tasman Rise present a major challenge to climate
theory and appear to be at odds with other climate proxies, especially
paleofloral records (Huber and Caballero, 2011).

During times of peak global warmth in the early Eocene, proxies
indicate that high-latitude southwest Pacific SSTs warmed to over
30 1C (Bijl et al., 2009; Hollis et al., 2009; Creech et al., 2010). This
either implies a virtual collapse of the zonally averaged equator-to-
pole thermal gradient, which cannot be reconciled with the climate
dynamics that underpin climate and circulation models (e.g., Huber
and Sloan, 2001; Winguth et al., 2010; Lunt et al., 2012), or indicates
a peculiarity of the regional climate and circulation. Even in the
warmest Eocene climate simulations, the equator-to-pole gradient is
420 1C and mean annual SST for 55–651S is !17 1C (Fig. 2). In
addition to this proxy-model discrepancy, these SSTs are 10 1C
warmer than local mean annual air temperatures (MAAT) derived
from leaf fossil studies (18–22 1C; Greenwood et al., 2003, 2004) and
are excessively warm in relation to proxy SSTs from other regions,
especially the low-latitude Pacific (Tripati et al., 2003; Kozdon
et al., 2011) and Indian oceans (Pearson et al., 2007), the Atlantic
Ocean (Keating-Bitonti et al., 2011) and the Atlantic sector of
the Southern Ocean (Ivany et al., 2008; Douglas et al., 2011). The
single exception is the Arctic Ocean where TEX86-based SST is also
significantly (!7 1C) warmer than modeled SST (Sluijs et al., 2006,
2009). High-latitude SSTs425 1C are also difficult to reconcile with
early Eocene deep ocean temperatures maxima of 13–14 1C as
indicated by deep sea benthic foraminiferal d18O (Zachos et al.,
2001, 2008; Cramer et al., 2011).

The uncertainty introduced by these seemingly irreconcilable
perspectives is impeding understanding of greenhouse climate
dynamics (Kiehl, 2010; Pagani et al., 2011; Valdes, 2011) and the
development of a general climate history for the Cenozoic
(Hansen et al., 2008; Bertler and Barrett, 2010). In this study we
present a TEX86-based temperature record from middle Paleocene
to middle Eocene at mid-Waipara River, northern Canterbury
Basin, which extends a previous multiproxy study on the Eocene
section (Hollis et al., 2009; Creech et al., 2010) and encompasses
the Paleocene–Eocene thermal maximum (PETM) as well as the
early Eocene climatic optimum (EECO). This record is compared to
an early to middle Eocene multiproxy temperature record at
Hampden Beach, southern Canterbury Basin (Burgess et al.,
2008; Morgans, 2009) and the middle Paleocene to middle Eocene
TEX86-based SST record from ODP Site 1172, East Tasman Plateau
(Bijl et al., 2009, 2010; Sluijs et al., 2011). In an effort to reconcile
these proxy records with other proxy-based and modeled tem-
perature reconstructions, we review the premises that underpin
the three primary proxies for SST: d18O, Mg/Ca and TEX86. We
conclude by comparing proxy-based marine temperatures with
modeled temperatures derived from a fully coupled general
circulation model with Eocene boundary conditions.

2. Material and methods

This study is based on sedimentary rock samples collected
from the Paleocene–Eocene succession exposed along the middle

Fig. 1. Location of New Zealand sections, ODP Site 1172 and other localities
mentioned in the text on earliest Eocene (A) tectonic reconstruction of southwest
Pacific (!54 Ma, modified from Cande and Stock, 2004) and (B) paleogeographic
reconstruction of New Zealand region (after King et al., 1999; modified from Hollis
et al., 2009). MW¼mid-Waipara, HD¼Hampden.

Fig. 2. Comparison sea surface temperature (SST) estimates derived from proxies
and an Eocene climate model with 16# times preindustrial CO2 (4480 ppmv CO2-
equivalent; NCAR, CCSM3). Proxy SSTs comprise maximum, minimum, median,
upper and lower quartile values for the early Eocene climatic optimum (EECO) at
(a) ODP Site 1172 (Bijl et al., 2009), (b) mid-Waipara River (Hollis et al., 2009),
(c) Seymour Island (Ivany et al., 2008; Douglas et al., 2011), (d) Tanzania (Pearson
et al., 2007), (e) ODP Site 865 (Tripati et al., 2003; Kozdon et al., 2011), (f) eastern
USA (Keating-Bitonti et al., 2011), (g) Belgian Basin (Vanhove et al., 2011), (h) IODP
Site 302-4A, Arctic Basin (Sluijs et al., 2006, 2009). For (a) and (b) the two SST
ranges shown are based on the high (H) and low (L) temperature calibrations of
Kim et al. (2010). Also shown are (i) median bottom water temperature for the
EECO (Cramer et al., 2009) and (j) mean annual air temperature for southeast
Australia (Greenwood et al., 2003, 2004). SST estimates for (d) and (g) are derived
from TEX86 using the calibration of Liu et al. (2009). SST estimates for (e) and
(i) are derived using methodologies discussed in the text. Modeled SST range for
each proxy site is also shown. See Supplemental files for data compilation details.
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pattern of zonal flow (Fig. 1(b)) is concentrated into eastward-
flowing jets in the troposphere at around 301 latitude, with
additional mesospheric jets at high altitudes and predominantly
westward flow over the equator at all heights. The main
sub-tropical jets owe their origin primarily to the advection
and transport of angular momentum in the (largely axisymmetric)
Hadley circulations, driven directly by differential solar heating.
But other structures within the mid-latitude jets, such as the
existence of surface eastward flow and the apparent double-jet
structure in the southern troposphere, has a more complex

origin associated with the transport of momentum by non-
axisymmetric eddies (e.g. see Peixoto and Oort, 1992; Schneider,
2006).

The annual- and zonal-mean atmospheric circulation of Mars
shows many similar features to the Earth (see Fig. 2), with zonal
mean temperature decreasing towards the poles in the lower
atmosphere ðp410 PaÞ roughly symmetrically about the equator,
strong eastward zonal jets at mid-latitudes in both hemispheres
and a similar pattern of meridional overturning circulation
(Hadley) cells in the sub-tropics. There is even some evidence of

Fig. 1. Zonal and annual mean patterns of (a) temperature, (b) zonal wind and (c) meridional mass streamfunction for the Earth’s atmosphere, shown in meridional
(latitude-height) cross-section. Data and plots obtained from the ERA40 reanalysis dataset (Kållberg et al., 2004) and reproduced with the permission of ECMWF.

P.L. Read / Planetary and Space Science 59 (2011) 900–914902

Venus (and Titan), on the other hand, exhibit(s) a rather
different form of circulation pattern. As suggested from global
circulation models (e.g. see Fig. 3; Lee et al., 2005, 2007), the zonal
mean flow is dominated by two large, thermally direct meridional
Hadley cells that span almost the entire distance from equator to
each pole. This enables very efficient transport of heat from
equator to poles, leading to relatively weak thermal contrasts
between tropics and polar regions (Fig. 3(a)) at almost all heights.
In addition, the radiative time constants on Venus and Titan are
very long compared with on Earth, due, respectively, to the very
thick atmosphere on Venus and the very cold temperatures of
Titan’s atmosphere. This allows dynamical processes to transport
hot and cold air between high and low latitudes more quickly
than radiative processes are able to maintain strong thermal
contrasts, as on Earth and Mars. The most striking feature,
however, is the presence of strong, prograde upper level zonal
winds at almost all latitudes, including on the equator itself. This
apparent excess of atmospheric angular momentum at the
equator, compared with the angular momentum air would have
in the tropics in solid-body rotation with the underlying surface,
is known as ‘super-rotation’ (Read, 1986). The degree of super-
rotation on Venus and Titan is substantial, with zonal flows
corresponding to angular rotation rates that are much faster than
the underlying planet by at least an order of magnitude. This

strong super-rotation implies that zonal winds cannot be in
geostrophic balance, but are more likely to be in a gradient wind
or cyclostrophic balance2 between meridional pressure gradients
and centrifugal accelerations. Seasonal variations appear to be
weak on Venus, because of its very low obliquity, but rather more
substantial on Titan (obliquity ! 273). This pattern of circulation,
with large hemispheric Hadley circulations and strong super-
rotating winds appears to be typical of slowly rotating planets, as
we will see below.

3. Circulation regimes and bifurcations in the laboratory

The differences apparent in the styles of circulation on Earth,
Mars, Venus and Titan suggest a clear change of flow regime
between two different classes of planet, largely distinguished by
their rotation rate although other factors may also be important.
This raises the important question as to whether it may be
possible to make quantitative predictions of important attributes
of the global circulation and climate such as the strength and
direction of the prevailing winds, the number and organisation of
major jet streams in the atmosphere, the efficiency and distribu-
tion of meridional heat and momentum transport and the style
and nature of predominant weather systems, from a knowledge or
determination of certain key planetary parameters? If so, what are
those key parameters?

The systematic appearance of a qualitative change in a
dynamical equilibrium as one or more parameter is varied is
commonly found in a variety of (usually nonlinear) dynamical
systems, and is referred to as a bifurcation (e.g. Ghil and Childress,
1987; Drazin, 1992). Although bifurcations and similar types of
behaviour have been studied in the context of highly simplified
dynamical models of atmospheric phenomena, this has not so far
been explored in much detail in the context of realistic atmo-
spheric circulation systems. However, much insight can be gained
from extensive studies of comparable laboratory analogues of
global circulation patterns.

3.1. Rotating annulus

One particular system that is especially relevant in the present
context is the thermally driven rotating annulus experiment
(Hide, 1953, 1969; Hide and Mason, 1975; Read et al., 1998; Read,
2001; Wordsworth et al., 2008). As shown schematically in Fig. 4,
in this experiment a fluid is confined between two upright,
coaxial cylinders. Differential heating is applied by maintaining
the inner and outer cylinders at different temperatures. The whole
apparatus is rotated about the vertical axis of symmetry at
angular velocity O, thereby capturing the essential physical
attributes of the global circulation of a planetary atmosphere in
combining the effects of differential heating in the horizontal with
constraints imposed by the background rotation. In a schematic
sense, if the inner cylinder is cooled and the outer heated, this
roughly emulates the cooling and heating of the polar regions and
tropics of a real planet, with the intervening channel emulating
the mid-latitudes and sub-tropics.

3.2. Basic flow regimes

Such a simple configuration is sufficient to create the basic
conditions under which a thermally driven zonal jet stream can

Fig. 3. Zonal mean patterns of (a) temperature, (b) zonal wind and (c) meridional
mass streamfunction for the Venus atmosphere, shown in meridional (latitude-
height) cross-section. Data and plots obtained by Lee et al. (2005, 2007).

2 In which horizontal pressure gradient forces per unit mass are balanced by
centrifugal accelerations alone (cyclostrophic balance) or in combination with
Coriolis accelerations (gradient wind balance); see Andrews (2000) and Holton
(2004).
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geostrophic turbulence that develops under certain conditions in
the presence of a strong ‘b- effect’ (e.g. see Read, 2001; Galperin
et al., 2006).

3.3. Dimensionless parameters and the regime diagram

Although these kinds of laboratory experiment are useful and
interesting in illustrating qualitative trends in flow structure and
behaviour as parameters are varied, a more quantitative general-
isation of these results requires consideration of the most
important dimensionless parameters that may be independent
of the particular experimental configuration. For the rotating
annulus system, a straightforward application of the Buckingham
Pi theorem would indicate the existence of at least 11–12
dimensionless parameters that could be defined. In practice,
however, extensive empirical experience in the laboratory (e.g.
see Hide, 1969; Hide and Mason, 1975) found that the two main
parameters that govern the flow behaviour are a Taylor number,
T a, given by

T a¼
4O2L5

n2D
, ð1Þ

and a thermal Rossby number, Ro, given by

RoC
UT

OL
¼

gaDTD

O2L2
: ð2Þ

L is the channel width, D its depth, n is the kinematic viscosity of
the fluid and a is its volumetric expansion coefficient. T a is
effectively a measure of the strength of the viscous dissipation
relative to Coriolis forces and is equivalent to

T aC4O2t2
v , ð3Þ

where tv is the viscous timescale L2=n. Ro may be regarded both
as a measure of the strength of buoyancy forces relative to Coriolis
forces and as an estimate of the Rossby number, which also
measures the ratio of inertial to Coriolis forces and hence the
validity of the geostrophic balance assumption. The latter
interpretation implies a geostrophic velocity scale, UT, consistent
with the thermal wind equation (Andrews, 2000; Holton, 2004),
given by

UT ¼
gaDTD
OL

: ð4Þ

For historical reasons, Ro is also often represented by Y¼Ro in
the experimental literature (Hide, 1969; Hide and Mason, 1975).

When a range of experiments are grouped according to the
respective values of T a and Ro, some clear trends and patterns
begin to emerge. A map showing the types of flow obtained as a
function of two or more parameters is known as a regime diagram,
and a schematic example for the rotating annulus is shown in
Fig. 7. In this form of regime diagram, experiments in which DT is
held fixed while O varies will follow a locus (assuming
logarithmic axes) that is a straight line sloping at 451 from top
left (O small) towards bottom right (O large) of the diagram. It is
clear from this kind of map, therefore, how an axisymmetric flow
at low O gives way first to regular, coherent baroclinic wave flows
for O4Oc , followed by a breakdown towards more irregular,
small-scale baroclinic chaos and turbulence at the largest values
of O.

More detailed investigations, in which parameters are varied
in the experiments using much smaller increments under high
precision control, reveal a wealth of fine scale structure within the
broad regular and irregular wave regimes. Fig. 8 shows a fairly
complicated example of this, obtained by Früh and Read (1997)
from hundreds of individual experimental runs. The numbers

within each separate regime indicate the dominant azimuthal
wavenumber, clearly indicating a trend for the horizontal scale of
baroclinic waves to decrease as O increases (and Ro decreases).
The detailed form and complexity of the transitions and
bifurcations appears to depend somewhat on the physical
properties of the fluid, for which the Prandtl number Pr¼ n=k
(where k is the thermal diffusivity of the fluid) is the main
dimensionless parameter, with more complex structures
occurring when Prb1 than at very low values of Pr (Fein and
Pfeffer, 1976), where flows tend to be dominated by simple,
regular waves. The major differences between the structure of
the regime diagram depending on Pr, however, lie close to the
so-called ‘lower symmetric’ transition (Hide and Mason, 1975),
where the onset of baroclinic instability is determined primarily
by the way the instability overcomes the damping effects of

Fig. 7. Schematic regime diagram for the rotating, differentially heated annulus
experiment, showing the main regimes obtained as a function of the main
dimensionless parameters, T a and Ro.

Fig. 8. Example of a detailed experimental regime diagram for the rotating,
differentially heated annulus experiment, showing the main regimes obtained as a
function of the main dimensionless parameters, T a and Y¼Ro by Früh and Read
(1997).
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ture gradient, now isolated to regions poleward of 60°N/S
latitude. Thus the state of the atmosphere becomes more
barotropic as RoT increases.
[14] Figure 2 shows the time and zonal mean overturning

circulation (shaded) and zonal winds (contours) for our
numerical experiments. Figure 2 (top) displays the full
three‐dimensional simulations, while Figure 2 (bottom)

shows axisymmetric versions of the same three cases. The
latter were obtained by initializing the three‐dimensional
model without initial seed perturbations, and were verified
to be very nearly axisymmetric throughout the simulations.
The color scale of the overturning circulation has been
reduced by a factor of 10 between successive increases in
RoT while the scale of zonal winds is fixed (10 m s−1 con-

Figure 3. An estimate of the local Rossby number, Ro ≈ u/(∣ f ∣a cos’) with zonal mean zonal wind u,
(absolute value of the) Coriolis parameter ∣ f ∣, planetary radius a, and latitude ’ for our three standard
cases averaged over the last 360 days of 1080 day integrations. Shaded contours are on the same color
scale in each panel and are spaced from 0 to 3 by 0.5. The line spacing changes for each panel: lines
are spaced from 0 to 0.1 by 0.02 for RoT = 0.02, from 0 to 2 by 0.5 for RoT = 1.3, and from 0 to 5
by 0.5 for RoT = 10.5. The bold line marks Ro = 0.

Figure 2. Zonal and time mean mass stream function (shaded) and zonal winds (contours, zero line
bold) for RoT = 0.02, 1.3, and 10.5. (top) The full three‐dimensional simulations and (bottom) axisym-
metric simulations of the same suite of parameters. Zonal wind contours begin at 0 m s−1 (bold line)
and are spaced by 10 m s−1 increments. Mass stream function contour ranges are reduced by a factor
of 10 for each increase in Ro, and the maximum mass flux for each case is marked in white text (Tg s−1).
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4.3. Sponge Cases
[22] Previous studies of superrotation have often attributed

equatorial eddy momentum convergence to high‐latitude
barotropic instabilities feeding off of horizontal shear of the
jets (see, e.g., Williams [2003] or Hourdin et al. [1995]).
However, the eddies that produce the superrotation cannot be
Rossby waves emanating from high latitudes; if such waves
were to radiate from a high‐latitude source region and break
at low latitudes, they would deposit westward momentum

thus decelerating equatorial winds. We now demonstrate in a
set of test simulations that the low latitudes play an equally
important role in genesis of the disturbances that give rise to
superrotation.
[23] In these test simulations, we impose a damping, or

“sponge” on the nonaxisymmetric component of all fields,
but only in a select band of latitudes. The sponge takes the
form of a linear damping of the nonaxisymmetric compo-
nent at a timescale of 10 minutes, which results in an
essentially axisymmetric state in the latitude band where the

Figure 8. Schematic representation of eddy mean flow interaction in the (left) Earth‐like and (right)
Titan‐like regimes. “Wave source” regions are intended to represent the location in latitude and char-
acteristic phase speed of disturbances relative to the zonal wind. In so far as dissipative effects are
otherwise small, meridional propagation of these disturbances continues until either a critical layer is
reached, denoted by arrows intersecting the zonal wind, or they are reflected by the vorticity gradient,
denoted by arrows bounded by horizontal lines. (The generation of Rossby waves at the equator in
the Earth’s current atmosphere is, in fact, relatively weak.)

Figure 7. EP fluxes and their divergences. (left) The RoT = 0.02 (Earth‐like) case after it has reached a
statistically steady state (during days 1000 to 1080). (middle) The RoT = 10.5 case (Titan‐like), during
active spin‐up, of the layer near p/ps = 0.4 (days 215 to 305), and (right) the RoT = 10.5 case after reach-
ing statistically steady state (days 1000 to 1080).
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EOCENE Model at 4480 ppm CO2 Compared with modern Model
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622 M. Huber and R. Caballero: Eocene equable climates revisited
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Fig. 4. On the left, a pointwise comparison of annual mean terrestrial surface temperature (MAT) from EOCENE-4480 (red) and proxy data
estimates (green) versus latitude. The vertical error bars on the proxies represent the methodological error plus the temporal variation (if a
time series) as further described in the text. The model vertical error bars are only included in regions considered to have high elevation and
represent topographic uncertainty as described in the text. Horizontal error bars indicate the uncertainty in the position of the paleolocality
and the propagation of that uncertainty onto the discrete model grid (as described in the text). A comparison is also made for reference of
tropical SSTs (reconstructed in blue and modelled in magenta). The tropical reconstructions follow those in Huber (2008) with the exception
of the Tanzanian (19 South latitude) TEX86 data which were recalculated using the Liu et al. (2009) calibration. It should be noted that the
potential uncertainty is underestimated, since only one set of calibrations was used for each proxy and therefore a major source of uncertainty
is ignored. On the right, the temperatures reconstructed from terrestrial proxies are plotted versus modelled and the 1-to-1 line is plotted in
black. The error bars are the same as previously described.

5

Fig. 5. Difference between modelled and reconstructed MAT as indicated by the color bar(on the right) overlain on the the model predicted
temperatures (grey scale color bar on left).

Model-data discrepancies remain, however. These do not
appear to be of a magnitude that a compelling case for com-
pletely “missing physics” can be made, but they do point to
many areas that need improvement. But, as described pre-
viously in Sects. 2 and 3.1.3 there may be limits to how
well we can ever expect the simulations to match observa-
tions, given the incompleteness of the record and, of course,

the limitations of the models – we can never expect them to
better in the past than they do today, and the weaknesses of
modern models are legion. Concrete strategies for continued
improvement for the Eocene do exist. There are several fac-
tors that should be considered in further refining the model
data comparison. These include some concrete refinements
described further below: improvements to paleotopography

Clim. Past, 7, 603–633, 2011 www.clim-past.net/7/603/2011/
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Transition to superrotation

(Caballero	  &	  Huber	  GRL	  2010)
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are intermediate between the extremes displayed in Figure 2.
Qualitatively similar changes take place in the modern and
Eocene‐configuration runs.

3. Nature of Equatorial Eddy Activity

[9] We now examine the spatio‐temporal characteristics
of the tropical eddy activity, focusing on the warmest
aquaplanet run (Figure 2b). Space‐time spectral analysis,
Figure 3, reveals that zonal wind eddy variance at the
equatorial tropopause is dominated by planetary‐scale
(zonal wavenumber 1) waves propagating eastward with
periods between about 15 and 30 days (Figure 3a). These
waves are responsible for the momentum convergence
required to drive superrotation (Figure 3b).
[10] To investigate the spatial structure of the waves, we

use empirical orthogonal function (EOF) analysis of the
zonal wind at the tropopause level between 30°S and 30°N.
Given the dominance of zonally propagating waves, EOF
decomposition gives two leading modes with the same ex-
plained variance and structure, but shifted 90° out of phase
in the zonal direction. The two leading modes each explain
about 20% of the variance, and are very well separated from
the third mode, that explains 6% of the variance. The
principal components (PCs) associated with these two
modes have maximum lag correlation of 0.6 at about 4.5 day
lag; this implies a period of 18 days, in agreement with the
spectral results above. We take the PC associated with one
of the leading modes, and regress it onto wind, geopotential

height, precipitation and humidity to determine the spatial
structure of these fields associated with the leading mode.
[11] At the tropopause (Figure 3c), the leading mode ex-

hibits strong wavenumber‐1 zonal wind anomalies with
peak amplitude on the equator. A positive precipitation
anomaly (indicative of a tropospheric latent heating anom-
aly) appears in the region of easterly flow. A prominent
quadrupole structure is apparent in the height field, with
anticyclones flanking the equator upstream of the heating
perturbation and cyclones downstream. These structures can
be interpreted as Matsuno‐Gill‐type Rossby‐Kelvin wave
couplets [Seo and Kim, 2003; Matthews et al., 2004]. The
meridional tilt of these gyres is such as to produce zonal
momentum convergence onto the equator. A vertical
cross‐section along the equator (Figure 3d) shows that the
tropopause anomalies extend downward throughout the
troposphere, taking the form of twin overturning circula-
tions with low‐level return flow maximising around the
800 hPa level. Low‐level humidity anomalies appear
roughly in quadrature with the heating.
[12] All these features are very strongly reminiscent of the

observed modern‐day MJO (see Zhang [2005] for a review).
The 15–30 day timescale is short compared with the
observed MJO’s timescale of 30–100 days, however. This
short timescale is also apparent in modern climate simula-
tions using this model [Collins et al. 2006, Figure 10]. This
might suggest that intraseasonal variability in the hot cli-
mates shares the same fundamental nature as that in colder
climates simulated by the model; on the other hand, the hot‐
climate eddies could be closer to a true, slow‐moving MJO

Figure 3. (a) Space‐time spectrum of zonal wind at the equatorial tropopause (70 hPa, 5°S–5°N average) in the 8960 ppm
CO2 aquaplanet run. Positive wavenumbers imply eastward propagation. The spectrum is smoothed along the frequency axis
with a Gaussian filter of half‐width 0.01 days−1. (b) Frequency spectrum of eddy momentum flux (shading) and eddy
momentum flux convergence (contours) filtered to retain only zonal wavenumber 1. EOF analysis of 70 hPa zonal wind
in the 8960 ppm CO2 aquaplanet run. Plots show regression of the standardised principal component associated with the
leading EOF mode onto (c) 70 hPa geopotential height (shading, c.i. 30 m), 70 hPa horizontal wind (vectors, longest is about
15 m s−1), and precipitation (green contours at 0.5 mm day−1 intervals) and (d) equatorial specific humidity (shading, c.i.
2 g kg−1) and vertical‐zonal wind (vectors, pressure velocity has sign reversed and is scaled by 200 for display purposes).
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Not the conclusions

New dynamics
The normal ‘three cell’ atmospheric circulation and associated 
cloud radiative forcing patterns begins to break down at hot 
temperatures
Super-rotation occurs making Earth more Venus-like
Climate sensitivity increases because of this transition
This transition is likely to be sensitive to convective 
parameterization among other things and is therefore surely model-
dependent and may not even be real
nevertheless it is supported by theory and may be real
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So what if we burn 
all the fossil fuels?

or just half of it and sensitivity is higher than 2°/doubling?

Is the world 
Eocene-like?
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Long term future

Sensitivity Background 6

Montenegro et al., 2007 (GRL)
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Theory

Heat stress 1

Human Energy Balance
A resting human body generates ~100 W of metabolic heat 
which (in addition to any absorbed solar heating) must be 
carried away via a combination of heat conduction, evaporative 
cooling, and net infrared radiative cooling. Conductive cooling is 
inhibited by high temperature, and evaporation by high relative 
humidity. 
Net (latent+sensible) cooling can occur only if an object is 
warmer than the environmental wet-bulb temperature TW, 
measured by covering a standard thermometer bulb with a 
wetted cloth and fully ventilating it. 
The second law of thermodynamics does not allow an object to 
lose heat to an environment whose TW exceeds the object’s 
temperature, no matter how wet or well-ventilated.
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Data

Heat Stress

moderate heatstroke was observed during cooling (T ! 1, T !
2, and T ! 3 h) (P " 0.001) (Fig. 2A). The plasma IL-6
concentrations were sustained in moderate heatstroke, whereas
a steep increase was noted in severe heatstroke. The peak IL-6
levels coincided with the severity of the clinical manifesta-
tions, tissue injury, and death.

Figure 2B shows that the leukocyte response patterns were
significantly different among the three groups from the onset of
heatstroke (T ! 0 h) through the cooling (T ! 1, T ! 2, and
T ! 3 h) and recovery period (T ! 12, T ! 36 h) (P " 0.0001).
A significant leukopenia occurred at the onset of severe heat-
stroke, reaching a nadir of 2.4 # 2.6 $ 109/l at T ! 1 h because
of marked neutropenia (0.7 # 0.9 $ 109/l), before returning to
normal. Baboons with moderate heatstroke developed signifi-
cant leukocytosis, which peaked at T ! 3 h and remained
elevated at T ! 12 h. The control baboons displayed a mild
leukocytosis during the experiment.

Coagulation. Figure 3 shows that, before heat exposure, the
animals in the three groups had normal global coagulation
tests, namely PT, aPTT, D-dimer, platelets, and fibrinogen.
Heat stress induced activation of coagulation as indicated by
significantly increased PT, aPTT, and D-dimer and decreased
platelet count. The time course and intensity of the coagulation
activation diverged widely between severe and moderate heat-
stroke. The hemostatic variables remained mildly deranged in

moderate heatstroke but were markedly disturbed in severe
heatstroke. The rapid decline in platelets count (124 # 70 $
109/l) and fibrinogen (0.7 # 0.5 g/l) in "3 h suggests that the
hemostatic response in severe heatstroke was insufficiently
compensated (39).

Cellular Injury, Organ Dysfunction, and Outcome in
Moderate and Severe Heatstroke

Metabolic changes. Figure 4 and Table 3 show that heat
stress resulted in metabolic alteration, cellular injury, and
organ dysfunction, differing in magnitude and time course
according to its severity. Animals with severe heatstroke dis-
played an oliguric renal failure with an increase in blood urea
and plasma creatinine levels, hypobicarbonatremia, hyperchlo-
remia, and mild to moderate changes in blood sugar, sodium,
and potassium levels (Table 3). Blood sugar should be inter-
preted with caution because the animals were receiving dex-
trose with their normal saline, as a preventive measure after
severe hypoglycemia was observed in the first baboon. More-
over, the variables measured were not adjusted to blood vol-
ume, and these could have been affected by the large difference
in fluid balance between the study groups. Although blood
volume was not measured, the lack of statistically significant
difference in hematocrit levels when animals with severe or

Fig. 4. Markers of cell injury in control and heat-
stressed study groups. Values represent means # SE
in plasma thrombomodulin (a marker of endothelial
injury), creatinine, creatine kinase (CK), alanine
aminotransferase (ALT), and lactate dehydrogenase
(LDH). The difference between the 3 groups was
significant by repeated-measurements ANOVA for
plasma thrombomodulin, creatinine, and LDH. No
significant difference in plasma thrombomodulin,
creatinine, and LDH was evident when moderate
heatstroke group was compared with control. Data
for control group at T ! 2 h are not available.
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these complex responses and their relation to organ failure and
death, as has been accomplished in sepsis (32, 38, 39). This is
supported by early studies showing that the cardiovascular and
thermoregulatory responses of nonhuman primate models to
moderate heat stress match more closely than any other species
the responses in humans (21). Moreover, when nonhuman
primates are subjected to severe heat stress, they develop
heatstroke that reproduces closely the clinical manifestations of
human heatstroke (19, 20). Using this experimental model of
heatstroke, Gathiram and coworkers (19, 20) showed that
gut-derived endotoxin enters the circulation during heat stress
and mediates the hemodynamic disturbance and thus contrib-
utes to the mortality seen in this illness. However, this work
preceded the findings that cytokines and coagulation proteins
are also important mediators of tissue injury. Consequently, the
nonhuman primate model of heatstroke has never been char-
acterized with relation to the pathogenic role of inflammation
and hemostasis in the progression to MODS and death. Knowl-
edge of these mechanisms of injury can help formulate the
testing of new therapeutic strategies based on these insights.
The findings may have more direct applicability in humans and
thereby form the basis for human trials.

In this study, with a view to evaluating novel therapeutic
strategies targeting the host responses, we tested the hypothesis
that baboons subjected to heat stress will reproduce the inflam-
matory and hemostatic responses, cellular injury, organ failure,
and death similar to those seen in human heatstroke.

MATERIALS AND METHODS

Animals

After approval of the study protocol by both the Basic Research
Committee and the Animal Care and Use Committee of King Faisal
Specialist Hospital and Research Centre (KFSHRC), we used twelve
juvenile baboons (P. hamadryas) quarantined for more than 40 days
in the KFSHRC animal facility. All animals were free of infection and
parasites and were checked for a normal blood count, standard
coagulation profile, and renal and hepatic function. The animals were
handled in accordance with the American Physiological Society
Guiding Principles in the Care and Use of Animals as well as the
regulations and policies of KFSHRC.

The animals were randomly assigned to study (moderate or severe
heatstroke) or control group. Anesthetized baboons were subjected to
environmental heat stress until Tc reached 42.5°C (moderate heat-

stroke) or hypotension occurred (systolic arterial pressure !90
mmHg), which was taken as the onset of severe heatstroke, as in other
reported studies (19, 20, 28, 29). Sham-heated baboons were handled
in an identical manner but without heat stress and served as a control
group.

After an overnight fast with water ad libitum, each baboon was
immobilized by an intramuscular injection of 15 mg/kg ketamine
hydrochloride, intubated, and given a continuous intravenous infusion
of ketamine (20–25 mg !kg"1 !h"1) and diazepam (0.4–0.8 mg/kg
intravenously every 2 h) with a concomitant infusion of dextrose
normal saline at 5 ml !kg"1 !h"1, to maintain anesthesia and vascular
stability. A percutaneous angiocatheter was inserted into the cephalic
vein, and indwelling venous and arterial catheters were placed asep-
tically via femoral cutdown, for administration of drugs and fluids,
continuous monitoring of blood pressure, and blood sampling.

Methods

Heat stress protocol. After stabilization, the study animals were
placed in a prewarmed neonatal incubator (Isolette infant incubator;
Air-shield, Hatboro, PA) maintained at 44–47°C and relative humid-
ity of 33–39%. Tc was monitored by a reusable, pediatric rectal
thermistor probe calibrated for 0–70°C with an accuracy of #0.15°C
(Yellow Springs Instruments, Yellow Springs, OH). The probe was
positioned 7–8 cm above the anal sphincter. For the severe heatstroke
group, exposure was terminated when systolic arterial pressure fell to
!90 mmHg, and this occurred when Tc rose above 43°C. For the
moderate heatstroke group, exposure was terminated when Tc reached
42.5°C, regardless of the systolic arterial pressure.

The animals were removed from the incubator and allowed to cool
passively at an ambient temperature of 26–29°C. Normal saline was
given as needed to maintain a mean arterial pressure (MAP) $60
mmHg. All animals in the study group were maintained under anes-
thesia and monitored until the last sample (time T % 3 h) for the first
day of the study was taken, normalization of the Tc and stabilization
of the vital signs, or death. Anesthesia was then discontinued; vascular
access and orotracheal tube were removed. Survivors were observed
and assessed for evidence of bleeding or neurological changes for an
additional 72 h. Baboons surviving for 72 h were considered perma-

Table 1. Thermal responses in baboons subjected
to heat stress

Heat Response
Sham-Heated

Control
Moderate

Heatstroke
Severe

Heatstroke

Weight, kg 4.5#0.2 4.2#0.4 4.2#0.3
Incubator temperature, °C 27.7#0.5 44.2#0.9 44.0#0.4
Incubator humidity, % 36#3.1 35.4#1.7 36.1#1.9
Duration of heat exposure, min 267#52 303#61 361#52
Tc maximum, °C 36.5#0.3 42.5#0.0 43.3#0.1*
Heat load, °C/min 0 249#43.6 316#35.6
Heating rate, °C/min 0 0.019#0.003 0.026#0.005
Time at $40.4°C, min 0 155#47 180#45
Cooling rate, °C/min 0 0.056#0.005 0.048#0.007

Values are means # SE. Tc, core temperature. Sham-heated control animals
are shown for indication. Statistical comparisons were made by Student’s t-test
between moderate and severe heatstroke groups. *Difference between groups
was significant (P ! 0.05).

Table 2. Vital sign changes in control and
heat-stressed study groups

Variable T"8 T%0 T%1 T%2 T%3

SAP,* mmHg
Control 119#12 120#11 117#7 120#8 140#10
Moderate heatstroke 95#6 150#13 118#2 110#5 102#9
Severe heatstroke 102#6 82#8 119#24 116#11 108#9

DAP,* mmHg
Control 70#12 62#6 55#8 58#9 75#5
Moderate heatstroke 45#4 87#8 69#5 56#3 54#4
Severe heatstroke 60#11 40#2 44#7 36#3 35#2

RR,* breaths/min
Control 26#3 25#2 25#2 24#2 26#2
Moderate heatstroke 28#3 48#5 42#4 43#6 38#3
Severe heatstroke 29#4 40#3 43#3 46#4 59#4

SpO2, %
Control 99#1 98#1 97#2 98#2 92#5
Moderate heatstroke 93#6 99#1 100#0.0 100#0.0 100#0.0
Severe heatstroke 98#2 97#3 99#1 100#0.0 NA

Values are mean # SE changes in systolic arterial pressure (SAP), diastolic
arterial pressure (DAP), respiratory rate (RR), and pulse oximetry saturation
(SpO2) at baseline (time T"8 h), onset of heatstroke (T%0 h), and cooling
(T%1, T%2, and T%3 h). NA, not available. *Difference between groups by
ANOVA for repeated measurements was significant (P ! 0.05). No significant
difference in SAP, DAP, and RR was evident when severe was compared with
moderate heatstroke.
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Mammal internal temperatures are strongly regulated below ~42°C, and 
skin temperature must be less than this in steady state to provide cooling 
to balance metabolic heat generation

Bouchama et al., 2004
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soldiers, athletics and drivers. To the best of the authors’ knowl-
edge, limited information is available to study heat acclimatization
for human working in extreme hot environments.

The aim of this paper is twofold. One is to provide information
that will help occupational health agencies for implementing
appropriate heat acclimatization training. The other is to draw the
attention of the occupational related community e employees,
employers, occupational health and safety specialists, and policy-
makers e to occupational health in extreme hot environments.

2. Materials and methods

In order to study the effects of heat acclimatization, subjective
experiments with stair stepping training were conducted. The oral
temperature, heart rate, blood pressure, sweating rate, compre-
hensive thermal sensation and fatigue feeling were measured.

2.1. Chamber

A climate chamber with 3 m ! 2.5 m ! 2.2 m
(length ! width ! height) was built to simulate the extreme hot
environment. Fig. 1 shows the structure of this chamber and the
arrangement of this experiment. Four air outlets were installed on
the top of the chamber for ventilation. The heat source was
provided by two groups of quartz electric heaters, and each group
was composed of three heaters. The heating powers of these two
groups were 1.0 kW and 2.0 kW. In order to decrease the effects of
the large radiant intensity, the heaters were covered. A heat pump
unit air conditioner and two low noise centrifugal fans were
installed in the chamber to maintain the stabilization of the
chamber temperature and provide fresh air. There were three
working locations (WL) for subjects to perform prescriptive stair
stepping. The height of the stairs was 20 cm. The prescriptive stair
stepping was adopted to simulate the actual working intensity.

2.2. Subjects

Eleven healthymale university students were chosen as subjects
with the principle of voluntary. Their age, height, and weight were
24.2 " 0.9 years, 176 " 6 cm, and 66.7 " 7.5 kg, respectively. All
subjects were dressed in long-sleeved cotton shirts, long trousers,
socks and shoes. The clothing thermal resistance was about 0.6 clo.
Before experiments, the subjects were required to have good
sleeping and diet.

2.3. Parameters and instruments

Environmental parameters (such as dry bulb temperature,
relative humidity, WBGT and airflow velocity) and physiological
indexes (such as oral temperature, heart rate, blood pressure, and
sweating rate) were chosen to study heat acclimatization in
extreme hot environments. Themeasuring instruments are given in
Table 1. The sweating rate is the weight loss divided by the original
weight and multiplied by 100.

2.4. Questionnaire

The subjects were asked to answer the questionnaires of
comprehensive thermal sensation and the questionnaires of fatigue
feeling during the experiments.

The comprehensive thermal sensation contains the traditional
thermal sensation, the feeling to the airflow, the mood, the
symptom and the physical state in the hot environments. The
comprehensive thermal sensation questionnaire was constructed
based on the previously studies in hot environments [5,6,14,15]. The
subjective assessments were based on the workers’ vote on the
thermal sensation [29], thermal comfort, symptom, air velocity,
mood and physical state in the hot environments. The scales used
were 7-point scale except the thermal comfort (4-point scale). The
questionnaire of the comprehensive thermal sensation is given in
Table 2.

Fig. 1. The structure of this chamber and the arrangement of this experiment.

Table 1
Measuring instruments.

Parameter type Parameter name Measuring instrument Model Range

Environmental parameters Dry bulb temperature, relative
humidity, airflow velocity

TSI Multi-function ventilation meter 9555 #10e60 $C, 0e95%, 0e50 m/s

WBGT WBGT index meter 2000 20e120 $C
Physiological indices Oral temperature Mercury thermometer 35e42 $C

Heart rate Blood pressure monitor EW3012 40e180 Beats/min
Blood pressure Blood pressure monitor EW3012 0e280 mmHg
Weight Digital weight scale

Z. Tian et al. / Building and Environment 46 (2011) 2033e20412034

The statistical power of the sample size (n ¼ 11) was calculated
by using the PASS software to show the power of statistical anal-
yses. The statistical power results are shown in Table 5. As shown in
Table 5, most of the statistical power values are larger than 0.8. It
can be estimated that eleven subjects would provide sufficient
statistical power to detect a difference.

3. Results

The statistical results (Mean " Standard Deviation) of the oral
temperature, heart rate, blood pressure, sweating rate, compre-
hensive thermal sensation and fatigue feeling before and after the
heat acclimatization training are expressed in Mean " Standard
Deviation (SD) and presented in Table 6 and Table 7. Paired sample
t-tests were conducted to test the differences of the physiological
and psychological indexes before and after the training. The results
of the paired sample t-tests are shown in Table 8.

3.1. Oral temperature

Oral temperature is an index of core temperature which is
usually acceptable to every subject. Fig. 3 and Fig. 4 give the oral
temperature before and after heat acclimatization training. From
Tables 6 and 7 and Figs. 3 and 4, both before and after heat accli-
matization training, the oral temperature of the workers increased
as the increase of the exposure time. In the first 50 min from the
beginning of heat exposure, the oral temperatures increased
rapidly, and the increment of the oral temperature was large. From
the 50th to 120th minutes, the oral temperatures of the most
subjects increased smoothly, and there was no rapid increase but
only a small rise. The reason of the change trend is that, the body
temperature regulation system delays in the first 50 min, and as the
increase of the exposure time, the regulation system begins to
display its effect. The sweating and blood flow strengthens, and
then the heat loss of the body increases. Therefore, the body
temperature is controlled at a relative stable condition.

From the comparison of the oral temperatures before and after
heat acclimatization training, the broken-line of the oral temper-
ature after training was smoother. And the oral temperature
difference between those of 0th minute and 120th minute was
small. From the paired sample t-test results in Table 8, significance
value is smaller than 0.05 (sig. ¼ 0.000). It indicates that there is
a significant difference between the oral temperatures before and
after the training. Therefore, it can be concluded that, for the
workers engaging in manual work, the increase of oral temperature
is weakened after heat acclimatization training.

Fig. 5 shows the oral temperature differences between those of
0th minute and 120th minute. As subject 1 did not finish the stair
stepping before heat acclimatization, the results of subject 1 were
not considered in the comparison. It can be seen that the oral
temperature increment after the training is apparently smaller.
Before the training, the mean oral temperature increment after 2-h
heat exposure is 1.44 K, while after the training, the mean incre-
ment is only 0.99 K, which is reduced by 31.2%. Therefore, in the
view of oral temperature, heat acclimatization training makes
significant effects.

The subjects rested in the preparation room, and the initial 
parameters of the subjects were measured.

The subjects entered into the charm room and adjusted to the 
new environment for 15 min.

The subjects were asked to do stair-exercises in a prescriptive 
speed.

The physiological parameters of the subjects were measured and 
the subjects were asked to answer the questionnaires of thermal 
sensation and fatigue feeling.

The subjects rested and were permitted to drink water when 
they wanted.

Repeated step 3, 4, 5 until  the experiment finished.

1

2

3

4

5

6

Fig. 2. Experiment process.

Table 5
Statistical power.

Mean of paired
difference

Standard
deviation

Power

Oral temperature 0.2 0.04 1
Heart rate 7 10 0.554
Blood pressure 5 5e10 0.848e0.323
Sweating rate 0.3% 0.1% 1
Comprehensive

thermal sensation
5 3 0.999

Fatigue feeling 3.6 3.7 0.866

Table 6
The physiological and psychological indexes before heat acclimatization training (Mean " SD).

Parameter Mean " SD

0 min 20 min 50 min 70 min 100 min 120 min

Oral temperature 36.11 " 0.27 36.95 " 0.18 37.29 " 0.21 37.30 " 0.30 37.41 " 0.21 37.58 " 0.19
Heart rate 78.9 " 7.1 125.6 " 13.1 130.6 " 10.0 131.1 " 14.3 128.6 " 13.6 133.5 " 13.2
Systolic blood pressure 128.5 " 8.2 136.2 " 13.9 125.6 " 13.0 119.6 " 12.4 124.2 " 9.8 124.5 " 9.4
Diastolic blood pressure 80.5 " 6.8 78.5 " 9.3 68.5 " 11.4 65.8 " 9.4 65.6 " 8.5 66.0 " 7.8
Fatigue feeling e 5.3 " 2.7 8.6 " 4.2 9.8 " 3.8 11.2 " 4.1 13.3 " 4.5

Sweating rate 1.2% " 0.1%

30 min 60 min 90 min 120 min

Comprehensive thermal sensation 11.5 " 1.9 14.8 " 3.0 16.2 " 3.4 18.2 " 3.2
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1. Introduction

Improving worker productivity and maintaining occupational
health are major concerns in industry in developing countries
[1e3]. Extreme hot environments, in which temperature is above
35 "C for living and above 32 "C for working [4,5], are prevalent in
coke oven, iron, steel and glass manufacturing, mining and some
military and special facilities [6,7]. Exposed to extreme hot envi-
ronments, people are at great risk of a variety of heat-related
disorders, such as heat rash, heat cramps, heat syncope, heat
exhaustion and heat stroke [8]. In addition, mental health, safety
problems and decrease/reduction of productivity are also common
in extreme hot environments [9,10].

In order to guarantee health and safety, many studies have been
conducted on extreme hot environments. Michael and Maria [11],
Robert et al. [12] and Pantavou et al. [13] focused on the health
effects of exposure to high temperatures and heat waves in
summer. Malchaire [14] developed a predicted heat strain model
for occupational heat stress assessment. Astrand et al. [15] studied
the human responses to heat stress and proposed to adopt the wet
bulb-globe temperature (WBGT) to evaluate the hot environment.

Hancock and Vasmatzidis [16] studied the physiological limit of
workers with heat stress in a hot environment. Nag et al. [17]
evaluated the human tolerance limits according to physiological
and psychophysical reactions. Hoof [18] investigated the influence
of the military field environment, and high temperatures in
particular, on sleep, comfort and performance of personnel and
equipment, and looked at the benefits of installing air-conditioning
systems and future trends in deployable force infrastructure. Pie-
karski [19], Liu [20], Donoghue et al. [21] and Wyndham [22]
surveyed the heat stress in the mine.

Except reducing the environmental heat load, engineering
strategies to counter occupational heat stress usually involve heat
acclimatization and heat stress management [23]. In most situa-
tions, acclimatization can be induced through gradual introduction
of the worker to the extreme hot environment. Heat acclimatiza-
tion is a temporary physiological adaptation that improves toler-
ance and dissipation of heat [24]. A lot of work has been done in
terms of heat acclimatization. Douglas [25] introduced heat accli-
matization guidelines for secondary school athletics. Yeargin et al.
[26] studied the heat acclimatization for football players using
physiological, psychological, fluid balance, anthropometric, and
nutritional variables. Qiu et al. [27] compared the effects of heat
acclimatization between two training groups. Luo et al. [28] eval-
uated the effects of exercising method to accelerate body heat
acclimatization.

From above literatures, heat acclimatizationwas usually studied
in sports and military affairs. And the study objects were usually
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thermal resistance was about 0.6 clo. Before experiment, all the
subjects were required to have good sleeping and diet, and they
were also trained in the knowledge of heat stress hazards.

2.3.3. Parameters and instruments
Environmental parameters and physiological indexes were

measured. The parameters and instruments are given in Table 1.

2.3.4. Experiment process
To study the safe working time in indoor hot and humid envi-

ronments, the experiments were conducted in different combina-
tion of dry bulb temperatures, relative humidity and work
intensities. The experiment conditions (including the actual
conditions and the design conditions) and the corresponding
subject numbers are shown in Table 2. Thework type is determined
according to the labor intensity classification [37,38]. In this study,
counting the number of a given letter in an article was selected as
light work, assembling some hardware was selected as moderate
work, and lifting a dumbbell up and down was selected as heavy
work.

For there were only four WL in this chamber, the subjects were
divided into thirtysixgroups. Therewere four subjects ineachgroup:
one for light work, two for moderate work and one for heavy work.
Before each group of experiment, the subjects rested outside the
chamberat a thermoneutral air temperature (20 !C) for 40e60min in
order to stabilize their body temperature and heart rates. The
experiment duration was set to 4 h. During the experiment, each
subject had a 5-min break every 20 min of work. When someone
could not proceed to work or heat related symptoms appeared,
he immediately stopped and withdrew from the experiment.

During every break, the physiological parameters of the subjects
such as oral temperature, heart rate, and blood pressure were
immediately measured. And when the subjects asked to withdraw,
the time was recorded and the physiological parameters were also
measured. During the period of rest, the subjects were permitted to
drink water when they wanted. And the weights of water the
subjects had drunk were recorded.

2.4. Commonly used index

For direct indexes are simple, reliable and unambiguous in
output, a large number of direct indexes have been developed to
evaluate the environmental heat stress. Some of the commonly
used indexes are introduced as follows.

2.4.1. The wet bulb globe temperature (WBGT) index
The WBGT is by far the most widely used heat stress index and

adopted as an international standard [39]. It was developed in the
US Navy as part of a study on heat related injuries during military
training [17]. The WBGT consists of weighting of dry bulb temper-
ature, wet bulb temperature and black-globe temperature in the
following manner [40].

For outdoor,

WBGT ¼ 0:7TW þ 0:1TD þ 0:2TG (1)

For indoor,

WBGT ¼ 0:7TW þ 0:3TG (2)

Where TD is dry bulb temperature, TW is wet bulb temperature and
TG is black-globe temperature.

For indoor purposes, when TGzTD, then

WBGT ¼ 0:7TW þ 0:3TD (3)

In this paper, only the indoor hot and humid environments are
concerned, thus WBGT expressed by Eq. (3) is adopted.

2.4.2. Temperature-humidity index (THI)
The THI is the combination of dry bulb temperature and relative

humidity. It can be calculated as follows [41].

THI ¼ TD $ ð0:55$ 0:0055RHÞ ' ðTD $ 14:5Þ (4)

where THI is temperature-humidity index, RH is relative humidity.

2.4.3. Environmental stress index (ESI)
The ESI was defined based on ambient temperature, relative

humidity and solar radiation [18]. It was recently suggested as
a potential substitute for the WBGT index.

The ESI is constructed as follows:

ESI ¼ 0:63TD $ 0:03RH þ 0:002SRþ 0:0054ðTD$RHÞ

$ 0:073ð0:1þ SRÞ$1 (5)

Where SR is solar radiation.
For indoor hot and humid environments, Eq. (5) is changed into

ESI ¼ 0:63TD $ 0:03RH þ 0:0054ðTD$RHÞ $ 0:73 (6)

Table 3
The physiological limits.
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O O 38 /180 /

Encyclopedia of Traditional Chinese
Medicine

O / 38.5 39.4
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Fig. 1. The safe working time of heavy work in hot and humid environments.
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2.5. Statistical analysis

Bivariate correlation is used to determine if two variables are
linearly related to each other. In this study, the bivariate correlation
is performed by SPSS software. An alpha level of 0.01 is adopted to
identify significant correlation.

3. Results

3.1. Safe working time

Working in hot and humid environments results in the
increasing of the body’s core temperature, heart rate and blood
pressure. When some of the physiological parameters exceed
certain values, heat related illness may arise. In order to prevent
heat illness and maintain workers’ health, physiological limits are
recommended to determine safe working time. Based on the safe
working time, the work duration and work/rest cycling can be
determined. The physiological limits are usually classified into two
groups. One is tolerance limits, which are determined whenworker
can not proceed to work. The tolerance limits can not eliminate the
latent harm to workers’ health. The other one is safety limits. They
are determined at the precondition of maintaining the safety and
health of the workers. It can be obviously concluded that the safety
limit is lower than the tolerance limit. Some of the physiological
limits in hot and humid environments are listed in Table 3 [42].

In this paper, the safety limit of core temperature in China is used.
However, it is hard to measure core temperature. According to the
relationship: core temperature¼ oral temperatureþ0.5 #C, the oral
temperature is used to substitute the core temperature for deter-
mining the safety limit in this paper [43]. After the experiments, the
safeworking time is summarizedaccording to the safety limit.When

the oral temperature is equal to 38 #C, the safe working time is
determined. Figs. 1,2 and 3 show the safe working time in different
dry bulb temperatures and different wet bulb temperatures.

For dry bulb temperature, as the dry bulb temperature increases,
the safeworking time reduces. As shown in Fig.1, for people perform
heavy work, the safe working time reduces rapidly as the dry bulb
temperature increases to 38 #C. From Fig. 2, for people perform
moderatework, when the dry bulb temperature is larger than 38 #C,
the safeworking time also reduces, but the reduce degree is smaller
than that of heavy work. And from Fig. 3, for people perform light
work, the safe working time also reduces as the increase of the dry
bulb temperature, but the reduce degree is even smaller.

For wet bulb temperature, as the wet bulb temperature
increases, the safe working time also reduces. For people perform
heavy work, when the wet bulb temperature is larger than 30.8 #C,
the safe working time greatly reduces. For people perform
moderate work, when the wet bulb temperature is larger than
30.8 #C, the safeworking time also reduces, but the reduce degree is
smaller. And for people perform light work, when the wet bulb
temperature is larger than 32.6 #C, the safe working time reduces,
but the reduce degree is even smaller.

To sum up, within the environmental variables, the safe working
time is affected by the dry bulb temperature (reflecting the air
temperature) and the wet bulb temperature (reflecting the mois-
ture content of air). As the increase of the dry bulb temperature and
the wet bulb temperature, the safe working time reduces.

3.2. Develop a new environmental heat stress index-equivalent
temperature

For most of the direct indexes measuring environmental heat
stress, the weighting coefficients in the indexes were determined

Fig. 2. The safe working time of moderate work in hot and humid environments.
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Fig. 3. The safe working time of light work in hot and humid environments.
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1. Introduction

According to the relationship between environment tempera-
ture and human thermal balance, living environments above 35 !C
or working environments above 32 !C can be considered as hot
environments, and environments with relative humidity above 70%
can be considered as humid environments [1]. Hot and humid
environments are prevalent in iron, steel, glass and ceramic units,
rubber foundries, boiler room, coke ovens, mines and somemilitary
and special facilities. Physical work in a hot and humid environ-
ment imposes considerable physical strain on the workers, with
significant associated health risks (heat rash, heat cramps, heat
syncope, heat exhaustion and heat stroke), productivity falling and
certain safety problems [2]. Protection of workers in hot environ-
ments requires a means of quantitative heat stress assessment of
the workplace. A number of indexes have been constructed to
measure the degree of heat stress imposed on an individual. These
heat stress indexes may be categorized into three groups: rational,
empirical, and direct [3].

Rational indexes integrate environmental and behavioral vari-
ables and are based on calculations involving the heat balance
equation. Examples of the rational indexes include predicted 4 h

sweat rate [4], operative temperature [5], skin wettedness [6] and
the heat stress index [7,8].

Empirical indexes are constructed based on objective and
subjective strain [9] and may incorporate physiological and
perceptual responses to increased heat stress [3]. Examples of
empirical indexes include the cumulative heat strain index (CHSI)
[10], the perceptual strain index (PeSI) [11] and the physiological
strain index (PhSI) [12,13].

Direct indexes are constructed based on environmental vari-
ables. They are either directly environmental variables or empirical
variables. Examples of such indexes are the dry bulb temperature,
the wet bulb temperature, the temperature-humidity index (THI)
[14], the effective temperature [15], the Oxford Index [16], the wet
bulb globe temperature (WBGT) [17] and the environmental stress
index (ESI) [18].

Among these three groups, the rational indexes and empirical
indexes are sophisticated. For they require continuous or regular
measurement of the physiological variables, their practicality in
daily use and application in the workplace is questionable.

The ideal heat stress index is one that is simple to determine, is
reliable and unambiguous in its output, and does not require
specialist knowledge for its interpretation [19]. The direct indexes
only deal with the measurement of basic environmental variables,
therefore they are simple and easy to use. Thus, many health and
safety standards associated with the environmental heat stress use
a direct approach. Among the direct indexes, the WBGT is now the
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heat stress indexes may be categorized into three groups: rational,
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ables and are based on calculations involving the heat balance
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Empirical indexes are constructed based on objective and
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[14], the effective temperature [15], the Oxford Index [16], the wet
bulb globe temperature (WBGT) [17] and the environmental stress
index (ESI) [18].

Among these three groups, the rational indexes and empirical
indexes are sophisticated. For they require continuous or regular
measurement of the physiological variables, their practicality in
daily use and application in the workplace is questionable.

The ideal heat stress index is one that is simple to determine, is
reliable and unambiguous in its output, and does not require
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4. Discussion

In a certain environment, heat is transferred from the human
body to the environment through conduction, convection, radiation
and evaporation. When people do physical work, considerable heat
is generated in the body. Only small part of the energy is used in
work, the excess heat must be lost to maintain the stability of the
core body temperature. At low and moderate temperatures and air
humidity, the body heat is transferred to the environment essen-
tially by convection. And at temperatures exceeding 35 !C, the
human body can only maintain normal core body temperature by
sweat evaporation [44].

When the moisture content of air goes up, it becomes more
difficult for sweat to evaporate. Therefore, in environments with
high temperatures and high humidity, it is harder to lose excess
body heat. The sweat stays on body skin and people feel clammy. In
dry hot environments, humidity is low and sweat evaporates
readily. The evaporation is highly affected by the moisture content
of the air. Thus, the wet bulb temperature plays a more important
role in hot and humid environments than the dry bulb temperature.
This is consistent with the weighting coefficients of the new index.
Therefore, the weighting coefficient of the wet bulb temperature
appears to reflect man’s reliance on sweat evaporation for
temperature regulation in indoor hot and humid environments.

The strength of a reliable heat stress index is its simplicity to
perform and its correlation to a commonly used index (e.g., WBGT).
As mentioned above, ET is found to be highly correlated to WBGT,
ESI and THI. The WBGT and most of the other direct indexes for
measuring the heat stress were usually derived empirically from
observation of meteorological measurements. For ET, this is the first
time the index has been developed based on physical means. In
addition, the index’s meteorological components are commonly
used. Thus this simple index is easy to interpret and use, and it also
includes physiological and physical means.

As the experiment was conducted in the indoor hot and humid
environments, and the temperature range of the experiments was

30e40 !C, which contains the major temperature range in hot
environments. Therefore, the ET developed in this paper can be
only used in indoor hot and humid environments, and the appli-
cation temperature range is 30e40 !C. For the temperatures
outside the range, the weighting coefficients of the ET should be
studied in the same manner presented in this paper.

The hot environments can be divided into hot and humid
environments, hot and radiant environment, and outdoor hot
environment. In different hot environments, the safe working time
is affected by different variables. For example, in outdoor hot
environments, the safe working time is influenced by dry bulb
temperature, wet bulb temperature and solar radiation intensity. In
hot and radiant environment, the safe working time is influenced
by temperature and heat radiant intensity. Therefore, in different
hot environments, the variables in the index are different, and the
weighting coefficients are also different. In order to evaluate the
environmental heat stress, series of equivalent temperatures in
different hot environments can be developed in the same manner
presented in this paper.

The shortcoming of this work is the single sample source. In
this study, the sample is volunteered male university students.

Fig. 7. The boxplot of safe working time concerned with the ET (heavy work).

Fig. 8. The boxplot of safe working time concerned with the ET (moderate work).

Table 5
The correlation results.

Correlation coefficient Sig. (2-tailed)

ET and WBGT 0.988 0.000
ET and ESI 0.987 0.000
ET and THI 0.995 0.000
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According to the relationship between environment tempera-
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or working environments above 32 !C can be considered as hot
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the heat stress index [7,8].

Empirical indexes are constructed based on objective and
subjective strain [9] and may incorporate physiological and
perceptual responses to increased heat stress [3]. Examples of
empirical indexes include the cumulative heat strain index (CHSI)
[10], the perceptual strain index (PeSI) [11] and the physiological
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Direct indexes are constructed based on environmental vari-
ables. They are either directly environmental variables or empirical
variables. Examples of such indexes are the dry bulb temperature,
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[14], the effective temperature [15], the Oxford Index [16], the wet
bulb globe temperature (WBGT) [17] and the environmental stress
index (ESI) [18].

Among these three groups, the rational indexes and empirical
indexes are sophisticated. For they require continuous or regular
measurement of the physiological variables, their practicality in
daily use and application in the workplace is questionable.

The ideal heat stress index is one that is simple to determine, is
reliable and unambiguous in its output, and does not require
specialist knowledge for its interpretation [19]. The direct indexes
only deal with the measurement of basic environmental variables,
therefore they are simple and easy to use. Thus, many health and
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Figure 1. A. Histograms of 2-meter T (black), Tmax (blue), and TW (max) (red) on land from

60S-60N during the last decade (1999-2008). “Max” histograms are annual maxima accumu-

lated over location and year, while the T histogram is accumulated over location and reanalysis

time. Data are from the ERA-Interim reanalysis 4xdaily product (similar results are found for

the 50m level from the NCEP reanalysis, see supplemental information). B. Map of TW (max).

C-D. Same as (A-B) but from a slab-ocean version of the CCSM climate model that produces

global-mean surface temperature close to modern values (note slightly adjusted color scale to

compensate for model bias). E-F. Same as (C-D) but from a high-CO2 model run that pro-

duces a global-mean T 12�C warmer; accounting for GCM bias, the TW (max) distributions are

roughly what would be expected with 10�C of global-mean warming relative to 2007 (see text).

Dashed line in (E) is TW (max) reproduced from (C). White land areas in (F) exceed 35�C.
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represents the environmental substrate for evolution as a
smooth flat surface on which forward diffusion and
backward coalescence are easily modeled. In a uniform
environment, evolutionary rates can also be assumed to be
more or less uniform over time. Thus, a rate of, say, 2%
DNA sequence difference myK1, calibrated in a few
instances, is easily generalized to imagine a history of
divergence for all such comparisons.

However, the geological history of the Earth is more
complicated, with episodic environmental perturbations of
varying intensity and duration. The Paleocene–Eocene
transition is worthy of study in its own right, as a model
for environmental change and evolutionary response
during a natural global greenhouse event. But the
PETM is also instructive as an example of how disturbed
the environment of the Earth has been and how
profoundly such disturbances have altered the history of
life. Another example of profound disturbance is that at
the Mesozoic–Cenozoic or Cretaceous–Paleogene bound-
ary, when the Age of Mammals began [53]. A challenge
now is to develop realistic models of evolutionary
diversification on an historical environmental substrate.
Such modeling might finally reconcile molecular clock

estimates of divergence with times of diversification
documented in the fossil record.

Global greenhouse warming
The PETM is relevant for considering both causes and
consequences of global greenhouse warming. We live now
in a phase of global warming, and one concern is the
threshold at which warming begins to mobilize seabed
methane. Reaching this threshold would initiate the kind
of runaway feedback warming that characterized the
beginning of the Eocene. No one knows what the threshold
is, but we know that there is one. We also know that
runaway warming is possible and, probably, at that
stage, uncontrollable.

What might be the consequences? One is the possible
mammalian (and human?) dwarfing that might result
from oxidation of methane to produce an atmosphere
enriched in CO2. A 4–78C rise in mean annual tempera-
ture would melt polar icecaps and raise sea levels
substantially, flooding many densely populated parts of
the world and challenging our ability to adapt agricultu-
rally. We still do not understand why PETM warming
caused extinction of benthic forams and, at the same time,

Figure 4. Size change and apparent dwarfing in the mammalian genus Ectocion evolving across the Paleocene–Eocene boundary in the Polecat Bench section of Figure 1.
Ectocion parvus was approximately half the weight of typical E. osbornianus. Abscissa in (a) is the natural logarithm of tooth crown area and, by inference, body weight.
Ordinate is agemodel, in million years, from Figure 1. Solid circles represent individual specimens, and a total of 452 individuals from 78 stratigraphic levels are plotted. Red
line tracks the means of successive samples. Differences between successive means are plotted relative to sample size in (b) to show that the only differences significantly
greater than expectation are associated with the Wa-0 sample and PETM (diamonds). Rate plot in (c) shows that no rates are greater than expected for their timescale,
including those associated with the Wa-0 sample. (For further information, see [44]).
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Figure 6: Body mass of mammalian orders and large families over evolutionary time and geographic space. The X-axis represents time on the left
portion of the panel (depicted in 10-Ma slices for North America) or continent, depicted on the right portion of the panel; the Y-axis represents
logarithmic mean of species within the order or family. Many groups are represented over multiple time slices and/or different continents, but
because of high turnover, species composition is very different for each. Nonetheless, ordinal averages are very similar over the last 10 Ma and
across geographic space.

niche, mammalian orders clearly do have sufficient evo-
lutionary flexibility to evolve vastly different sizes. In most
instances, however, they simply do not.

The general conservativism seen in body size evolution
is unexpected, especially given that over evolutionary his-
tory, terrestrial mammals have radiated in size over seven
orders of magnitude. A number of factors might lead to
low levels of body size divergence. These include low levels
of genetic variation, insufficient time for evolutionary pro-
cesses, or a combination of weak directional and/or strong
stabilizing selection. Several of these seem highly unlikely

to be sufficiently universal to drive the similarities in mam-
malian body size patterns. Numerous studies have dem-
onstrated that considerable variation in body size is seen
both within populations and across the geographic range
(Grant et al. 1976; Grant and Grant 1989; Brown 1995;
Smith and Betancourt 1998; Smith et al. 1998; Roy et al.
2000). Furthermore, there are many examples document-
ing not only that body size is highly heritable but that it
has the capability to respond rapidly to directional selec-
tion (Falconer 1953, 1973; Rutledge et al. 1973; Grant et
al. 1976; Leamy 1988; Grant and Grant 1989; Smith et al.

Smith et al., 2008Cope’s Rule
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individuals in the species (Harris and Pimm, 2008). For example, the whoop-
ing cranes (Grus americana) while on their wintering ground in Texas are 
at high risk if there is an oil spill or powerful hurricane because the entire 
population winters in a small inlet along the coast; (2) The overall popula-
tion size is small, which can be detrimental because breeding in a small 
population can result in inbreeding (Liao and Reed, 2009). This, in turn, can 
increase the expression of deleterious genes, which decreases the number 
of fit young being produced, and the loss of genetic variability, which is 
needed to allow adaptation to novel habitats; and (3) The population de-
pends on some factor or species that could be at risk from disturbances, such 
as pollution, poaching, or climate change, among others. For example, the 
red-cocked woodpecker (Picoides borealis) must nest in 70- to 120-year-
old pines, most of which in the late 1800s and mid 1900s were cut down 
for various uses. Another example involves plant-eating insects, of which 
there are estimated to be 213,830 to 547,500 species committed to extinc-
tion because the range of their host plants are shrinking in size because of 
warming (Fonseca, 2009).

When climate change is one of the main forces acting on a species, 
then distance to closest cool refuge (Figure 5.17) is also as important as 

FIGURE 5.17 Map showing the distance to potential cool refuges, where cool is defined as the temperatures 
in 2100 are equal to or cooler than the temperatures in the 1960s. Used 0.5 x 0.5 latitude-longitude blocks. 
Source: Wright et al. (2009).
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Conclusions

Beginnings
Paleoclimate data shows no evidence of strong thermostats
Climate models can reproduce Eocene warmth and (relatively) 
small temperature gradients without invoking novel dynamics, but 
require large forcing (or larger sensitivity than ~2K/doubling pCO2)
at high temperatures the modelled atmosphere undergoes a 
fundamental dynamical transition to super-rotating state supported 
by wave-induced momentum fluxes
sensitivity increases in this regime
A much hotter world (>10°C warmer) may present existential 
metabolic challenges
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