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Quantum Computation Toolbox for Decoherence-Free
Qubits Using Multi-Band Alkali Atoms

Mikhail Mamaev,* Joseph H. Thywissen, and Ana Maria Rey

Protocols for designing and manipulating qubits with ultracold alkali atoms in
3D optical lattices are introduced. These qubits are formed from two-atom
spin superposition states that create a decoherence-free subspace immune to
stray magnetic fields, dramatically improving coherence times while still
enjoying the single-site addressability and Feshbach resonance control of
state-of-the-art alkali atom systems. The protocol requires no continuous
driving or spin-dependent potentials, and instead relies upon the population
of a higher motional band to realize naturally tunable in-site exchange and
cross-site superexchange interactions. As a proof-of-principle example of their
utility for entanglement generation for quantum computation, it is shown that
the cross-site superexchange interactions can be used to engineer 1D cluster
states. Explicit protocols for experimental preparation and manipulation of the
qubits are also discussed, as well as methods for measuring more complex
quantities such as out-of-time-ordered correlation functions (OTOCs).

1. Introduction

The field of ultracold atomic physics in optical lattices has seen
tremendous recent growth in its experimental implementations.
There are many systems which feature unprecedented levels of
cleanliness, environmental isolation, coherence time, and single-
site addressability. These capabilities, especially the latter, have
motivated recent experiments to apply optical lattice systems to
the more ambitious goals of site-resolved quantum simulation[1]

and quantum computation.[2] An ultracold atomic system realiz-
ing a quantum computer can offer the aforementioned benefits
of coherence and isolation together with improved scalability, due
to the number of atoms these systems can load simultaneously.
The prospect of quantum computing with ultracold neutral

atoms has been explored in many contexts. These include the
use of collisional gates,[3,4] collective states via cavity QED[5] or
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dipole blockade of atomic ensembles,[6]

qubits encoded in vibrational atomic
states,[7,8] spin-dependent lattices,[9]

exchange[10,11] or spin-orbit coupled
driving,[12] optical tweezers,[13,14] Ryd-
berg atoms[15–17] and several others.[18]

High-fidelity gates have been engineered
using Rydberg atoms,[19–21] and targeted
phase shifts.[22] Significant progress has
also been made toward near-perfect
initialization.[23–25] However, parallel gener-
ation of large entangled states remains an
open challenge.
In this work we propose to use fermionic

alkali atoms such as 40K in 3D optical lat-
tices to do initialization, state manipula-
tion, and entanglement generationwith log-
ical qubits encoded in states generated by
two atoms in two motional bands. Higher
bands of optical lattices provide useful

additional degrees of freedom,[26] and have been used for stud-
ies of superfluidity,[27–29] magnetism,[30,31] interferometry,[32] and
interplay with collisional interactions.[33,34] Our logical qubits
are designed to live in a decoherence-free subspace that re-
sists unwanted effects of stray magnetic fields, leading to much
longer coherence times[35,36] and accessibility to regimes uti-
lizing stronger magnetic fields for dynamical control. We are
further able to take advantage of the tunability of interactions
via Feshbach resonances,[37–39] field gradients, and single-site
resolution capabilities offered by state-of-the-art quantum gas
microscopes[40–44] as powerful tools for qubit manipulation.
Our implementation makes use of the intra-band contact

interactions as well as inter-band exchange interactions to im-
plement logic qubit rotations and entanglement generation. We
do not require continuous laser driving, nor any superlattice or
spin-dependent lattice configurations. Through the additional
use of a field gradient, we are able to tune the nearest-neighbor
interactions between qubits to generate a desired Hamiltonian.
As a proof-of-principle concept of measurement-based quantum
computation[45,46] we show how to realize an Ising model with
significantly stronger spin couplings compared to conventional
superexchange, which we show can create high fidelity 1D cluster
states. One can also tune the system to emulate XXZ or Heisen-
bergmodels, whichmay be used (as well as the Ising) to measure
complex time-dependent quantities such as out-of-time-ordered
correlation functions (OTOCs).[47,48] The interactions can be
manipulated via Feshbach resonances, allowing us to turn them
off and on as needed. The single-site resolution also permits
the manipulation of individual atoms before and during such
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Figure 1. a) Schematic of the optical lattice setup. Atoms can only tunnel along the x direction (effective 1D system). Each site holds two atoms (one
per band), which exhibit intra-band repulsion and inter-band exchange interactions. b) Band schematic for a single lattice site. The atoms are loaded
into the ground motional band g, and the first-excited band e with one motional excitation along the x direction. Other singly excited bands along y, z
are not populated, and are nondegenerate with e due to higher lattice depths along y, z. Gray numbers in brackets are the harmonic excitation numbers,
and 𝜔𝜈 for 𝜈 ∈ {x, y, z} are the on-site trapping frequencies. c) Effective Bloch sphere for the decoherence-free subspace. Logical 0 (1) states |⇓⟩ (|⇑⟩) are
(anti-)symmetric superpositions of two different Wannier functions, with the opposite symmetry for the spin wavefunctions due to the overall fermionic
nature of the atoms. Both these states are eigenstates of the interaction ĤU and gradient ĤB, and are immune to uniform external magnetic fields.

computations, allowing for effective error detection and insight
on what the quantum system is doing on a per-site basis.
In Section 2 we give an overview of our model, introduce the

decoherence-free subspace used to define our logic qubits, and
then derive the superexchange interactions between them. In
Section 3 we detail how these interactions can be tuned through
an external field gradient, and show how to use them for clus-
ter state generation and OTOC measurement. In Section 4 we
describe different protocols for qubit initialization and readout.

2. Decoherence-Free Subspace Qubits

2.1. Multi-Band Fermi-Hubbard Model

The system we work with is a 3D optical lattice populated by
fermionic atoms, as depicted in Figure 1a. The atoms are pre-
pared in their ground electronic state, and restricted to two pop-
ulated hyperfine states which we denote as 𝜎 ∈ {↑, ↓} acting as
a spin-1/2 degree of freedom. We assume the atoms are loaded
into two motional bands e and g, with e an excited band holding
onemotional excitation along the x direction in the harmonic ap-
proximation (as shown in Figure 1b), and g the lowest band. The
lattice depth is made more shallow along the x direction, con-
fining the system to an effective 1D configuration. We assume
a lattice with L lattice sites along the x direction, each one pop-
ulated by two atoms (N atoms, N = 2L), one in e and one in g.
The full Hamiltonian describing the system is a two-band Fermi-
Hubbard model given by

Ĥ = ĤJ + ĤU + ĤB (1)

where the tunneling Hamiltonian is

ĤJ = −J
∑
j,𝜎

(
ĉ†j,e,𝜎 ĉj+1,e,𝜎 + h.c.

)
(2)

with ĉj,𝜇,𝜎 annihilating an atom on site j in band 𝜇 ∈ {e, g} with
spin 𝜎. The lattice indexing is along x only. We have assumed
that only e-band atoms can tunnel with rate J, and neglected any
tunneling of g-band atoms. For the parameter regime of interest,

e-band tunneling is roughly 40 times faster due to the more delo-
calized nature of excitedmotional states. Sincewewill beworking
in the Mott-insulating regime, lowest-order tunneling dynam-
ics will be second-order superexchange processes proportional to
tunneling squared (hence ∼ 402 times weaker for ground band
tunneling).
The atoms also have an on-site interaction, whose Hamilto-

nian is

ĤU =
∑
j

(
Ueen̂j,e,↑n̂j,e,↓ +Uggn̂j,g,↑n̂j,g,↓

)

+
Ueg

2

∑
j

(
n̂j,e,↑n̂j,g,↓ + n̂j,e,↓n̂j,g,↑

)

−
Ueg

2

∑
j

(
ĉ†j,e,↑ĉj,e,↓ĉ

†
j,g,↓ĉj,g,↑ + h.c.

)
(3)

where n̂j,𝜇,𝜎 = ĉ†j,𝜇,𝜎 ĉj,𝜇,𝜎 . The first line is the interaction energy be-
tween atoms in the same band (Uee and Ugg for e and g bands
respectively), while the last two lines are direct and exchange in-
teractions of strength Ueg between atoms in two different bands.
The values for these interactions depend on the lattice depths,
but their magnitudes can be globally tuned by using a Feshbach
resonance to modify the scattering length. We will operate in the
strongly interacting regime whereUee, Ugg , Ueg ≫ J. Table 1 gives
an overview of sample experimentally realistic parameters for a
40K lattice; these are the parameters used in all plots through-
out the paper unless otherwise specified. See Section A, Support-
ing Information, for details on the derivation of Equation (1) and
its parameters.
In addition to the core lattice dynamics, we also permit an ex-

ternally imposed linear field gradient along the x direction,

ĤB = B
2

∑
j

j ×
(
n̂j,e,↑ − n̂j,e,↓ + n̂j,g,↑ − n̂j,g,↓

)
(4)

where B is the differential energy shift between sites. This shift
could be implemented with a direct magnetic field gradient, or
with the synthetic magnetic gradient of a vector light shift that
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Table 1. Sample system parameters for an optical lattice configuration us-
ing 40K atoms. Here Er = h2∕(8ma2) ≈ h × 4.5 kHz is the recoil energy,
using lattice spacing of a = 527 nm and mass of m = 40 amu. Interac-
tions are computed using a scattering length of as = 120a0 (with a0 the
Bohr radius). The value for a typical differential shift is chosen to give
B = |U3| + 10J.

Parameter Symbol Value

Lattice depth (Vx , Vy, Vz)∕Er (40,60,60)

Excited band tunneling strength J h× 19 Hz

Excited band repulsion Uee h× 3.4 kHz

Inter-band exchange interaction Ueg h× 4.5 kHz

Ground band repulsion Ugg h× 4.7 kHz

Superexchange energy
denominators

U1 = 2Uee + Ueg h× 11.3 kHz

U2 = 2Uee − Ueg h× 2.2 kHz

U3 = 2Uee − 3Ueg −h× 6.8 kHz

Differential energy shift
between sites

B h× 7.0 kHz

Superexchange spin model
parmameters

J∥ h× 0.47 Hz

J⟂ −h× 0.51 Hz

Cluster state generation time tc 260 ms

creates a differential potential between the two spin states. This
gradient can modify the effective superexchange interactions be-
tween adjacent sites, providing a tuning parameter tomanipulate
the system dynamics. We do not model the effect of a common-
mode (spin-independent) shift between sites; however, such a
shift would provide an alternate tuning parameter to control the
superexchange dynamics, as discussed below.

2.2. Decoherence-Free Subspace

The spin states 𝜎 feel different Zeeman shifts from external
magnetic fields and are therefore vulnerable to uniform mag-
netic field fluctuations which severely reduce coherence times.
To mitigate this effect, we use equal-weight superpositions of the
spin states on every lattice site, which will feel no linear shift
from an external magnetic field, thereby realizing a decoherence-
free subspace.[35] These superpositions are the singlet and triplet
states, (|↑, ↓⟩ ∓ |↓, ↑⟩)∕√2 (written in first-quantized notation for
two atoms on the same site). Their corresponding spatial wave-
functions must uphold the opposite symmetries to maintain
overall fermionic parity, which can be accomplished by putting
them in respective symmetric and anti-symmetric superpositions
of the e, g band states, (|e, g⟩ ± |g, e⟩)∕√2. The states for a single
lattice site may thus be written as

|⇑⟩ = 1
2
(|↑, ↓⟩ + |↓, ↑⟩)(|e, g⟩ − |g, e⟩)

= 1√
2
(|1, 0, 0, 1⟩ + |0, 1, 1, 0⟩)

|⇓⟩ = 1
2
(|↑, ↓⟩ − |↓, ↑⟩)(|e, g⟩ + |g, e⟩)

= 1√
2
(|1, 0, 0, 1⟩ − |0, 1, 1, 0⟩)

(5)

Figure 2. a) Schematic for superexchange in themulti-band system. States
in the decoherence-free subspace are coupled through a second-order vir-
tual tunneling process by atoms in the e band. The intermediate state will
have two atoms in the same band on the same site, exhibiting Uee repul-
sion. Provided the energy gaps between the occupied and intermediate
states are large compared to J, this leads to a spin-like interaction in the
decoherence-free subspace. b) Benchmark comparison between the full
Fermi–Hubbard model of Equation (1) and the superexchange model of
Equation (8). The time tc is the point where ⟨�̂�x⟩ vanishes, corresponding
to the time needed to make a cluster state (see Section 3). Note that the
oscillation frequency seen is not representative, and is an artifact of finite
point sampling; the genuine oscillation frequency is set by Ueg .

where in the second lines of each equation we have rewritten the
states in second quantization assuming a Fock basis ordering of|ne,↑, ne,↓, ng,↑, ng,↓⟩. These states are also eigenstates of the inter-
action Hamiltonian,

ĤU |⇑⟩ = 0

ĤU |⇓⟩ = Ueg |⇓⟩ (6)

and zero-energy eigenstates of the Zeeman Hamiltonian,
ĤB |⇑⟩ = ĤB |⇓⟩ = 0. For experimentally realistic parameters
(Table 1), the exchange interaction energy differenceUeg between
these states can exhibit a > 100-fold reduction in sensitivity to ex-
ternalmagnetic field fluctuations compared to the shifts that bare
nuclear-spin states {e, g} would experience.
Altogether, the decoherence-free states {|⇑⟩, |⇓⟩} form a spin-

1/2 logical qubit subspace on each site of the optical lattice, as
shown in Figure 1c. We can have states along different axes
of the associated Bloch sphere such as |⇒⟩ = (|⇑⟩ + |⇓⟩)∕√2 =|1, 0, 0, 1⟩ and |⇐⟩ = (|⇑⟩ − |⇓⟩)∕√2 = |0, 1, 1, 0⟩, which are
maximally entangled between the spin and motional degrees
of freedom. On-site qubit rotations can be made without leav-
ing the subspace as discussed in Section 4. We are also robust
to unwanted band-changing collisions into other singly excited
bands (see Section E, Supporting Information), and to popula-
tion of higher bands because of the 3D lattice band anharmonic-
ity. Nearest-neighbor tunneling processes can be used to gener-
ate superexchange interactions and create entanglement between
the qubits, as we will describe next.

2.3. Superexchange Hamiltonian

The single-site states in our decoherence-free subspace have en-
ergies of 0 or Ueg from the exchange interaction. However, if an
e-band atom tunnels into an adjacent site, the resulting state will
feel an intra-band Uee interaction, as depicted in Figure 2a (Ugg
plays no role as g atoms do not tunnel). So long as the energy
difference between the configurations before and after tunneling
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is much larger than the tunneling amplitude J, no resonant tun-
neling will occur. However, the systemwill exhibit a second-order
interaction through virtual processes starting and ending in the
decoherence-free subspace, with an offresonant excited state in-
between. This leads to an effective superexchange Hamiltonian
Ĥex between neighboring lattice sites

[49,50] with matrix elements
between states |i⟩, |j⟩ in the decoherence-free subspace given by
⟨i| Ĥex |j⟩ = ∑

k

Δijk ⟨i| ĤJ |k⟩ ⟨k| ĤJ |j⟩
Δijk =

1
2

(
1

Ei − Ek
+ 1
Ej − Ek

) (7)

where Ei is the unperturbed state energy (ĤU + ĤB) |i⟩ = Ei |i⟩,
and k runs over all excited states outside the decoherence-free
subspace (see Section C, Supporting Information, for details).
Note that we must also keep the unperturbed ĤU + ĤB in the dy-
namics.
After some algebra, we find that the superexchange interaction

takes the form of

Ĥex = J∥
∑
j

�̂�x
j �̂�

x
j+1 + J⟂

∑
j

(
�̂�
y
j �̂�

y
j+1 + �̂�z

j �̂�
z
j+1

)

+ Jxz
∑
j

(
�̂�x
j �̂�

z
j+1 − �̂�z

j �̂�
x
j+1

)
+ Jz

∑
j

�̂�z
j

≈
∑
j

[ J∥ + J⟂
2

(
�̂�x
j �̂�

x
j+1 + �̂�

y
j �̂�

y
j+1

)
+ J⟂�̂�

z
j �̂�

z
j+1

]
+ Jz

∑
j

�̂�z
j

(8)

Here, �̂�𝜈
j are standard Pauli operators acting on the {|⇑⟩ , |⇓⟩}

logic qubits at site j. The coefficients depend on three particu-
lar combinations of the repulsive and exchange interactions that
show up in the energy denominators of Equation (7),

U1 = 2Uee +Ueg

U2 = 2Uee −Ueg

U3 = 2Uee − 3Ueg

(9)

The corresponding coupling constants are

J∥ = −
J2

2

(
U1

B2 −U2
1

+
2U2

B2 −U2
2

+
U3

B2 −U2
3

)

J⟂ =
J2U2

(
3B2 +U1U3

)
(U1 −U2)

2(
B2 −U2

1

)(
B2 −U2

2

)(
B2 −U2

3

)
Jxz = −

2BJ2U2(U1 −U2)(
B2 −U2

1

)(
B2 −U2

3

)
Jz = J2

(
U1

B2 −U2
1

−
U3

B2 −U2
3

)
−
U1 −U2

4

(10)

Table 1 shows these derived values for experimentally realistic se-
tups.

Figure 3. Field gradient dependence of the superexchange interaction pa-
rameters J∥ and J⟂, using the parameters in Table 1 (except B). All of the
resonance points where B = |U𝛾 | for 𝛾 ∈ {1, 2, 3} are marked with dashed
lines.

Note that in going to the second line of Equation (8), we
have used the fact that the external field ∼ Jz�̂�

z imposed by the
bare exchange interactions [i.e. the (U1 −U2)∕4 in Jz coming
from ĤU ] is much larger than any superexchange processes.
As a result, some of the terms in the first two lines of Equa-
tion (8) can be neglected. To a good approximation, the system
is projected into a given �̂�z-eigenvalue manifold, causing the
Jxz term to be negligible in a rotating-wave approximation.
Furthermore, any �̂�x�̂�x or �̂�y�̂�y terms will be projected into a
(�̂�+�̂�− + h.c.) form. This allows us to recollect them and write the
Hamiltonian as an effective XXZ-type model with an external
field.
This model is valid so long as all of the denominators are

large compared to the tunneling, that is, |B − |U𝛾 || ≫ J for 𝛾 ∈
{1, 2, 3}, to avoid higher-order effects. Figure 2b shows a compar-
ison between the full Fermi–Hubbard dynamics and the superex-
change model, looking at collective observable ⟨�̂�x⟩ = ∑

j⟨�̂�x
j ⟩

(Section 4 discusses its measurement).

3. Entanglement Generation

3.1. Interaction Form

While the form of the interaction coefficients in our superex-
change model is nontrivial, the key features are the non-identical
denominators. By tuning the parameters such that some of the
denominators become much smaller than the others, we can
choose which interactions get turned on and off. This permits
the isolation of terms of interest, which can then be employed
for useful entanglement generation.
Figure 3 plots J∥ and J⟂ as a function of field gradient B (as-

suming B > 0). We observe three resonances, where B = |U𝛾 |
for some 𝛾 and the corresponding denominator vanishes. While
our second-order perturbative Hamiltonian will not be correct
at those resonance points due to higher-order effects, if we stay
close to them while still obeying |B − |U𝛾 || ≫ J, the superex-
change Hamiltonian will remain valid and the near-resonant
terms will dominate the dynamics.
Operating close to the resonance conditions B ≈ |U3| or

B ≈ |U1| is of particular utility since in this case, J∥ ≈ −J⟂ and
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to leading order the �̂�x�̂�x + �̂�y�̂�y terms are cancelled out. We are
left with just an Ising model,

lim
B→|U3|,|U1| Ĥex = Jzz

∑
j

�̂�z
j �̂�

z
j+1 + Jz

∑
j

�̂�z (11)

where Jzz ≈ J⟂ ≈ −J∥. Since we cannot be exactly at resonance,
there will be some discrepancy between the two coefficients; a
sufficient approximation is to take the average, Jzz ≈ (J⟂ − J∥)∕2.
The nearest-neighbor Ising model has a wide variety of applica-
tions for entanglement generation between qubits, and can be
used to make cluster states as demonstrated in the next section.
Furthermore, the Ising interaction strength near the resonance
scales as∼ J2∕|B − |U𝛾 ||, which ismuch faster than conventional
superexchange ∼ J2∕U𝛾 (the former’s denominator is on the or-
der of ∼ 10J, while the latter is ∼ 100J).
The system’s tunability also permits realization of other spin

models. If we instead bring the field gradient close to the |U2| res-
onance, the interaction coefficients are equal in magnitude and
sign, which creates a Heisenberg model with a transverse field:

lim
B→|U2| Ĥex = J⟂

∑
j

�⃗�j ⋅ �⃗�j+1 + Jz
∑
j

�̂�z (12)

Finally, as seen from Equation (8), we can realize the XXZmodel
with a wide range of coefficients, which has seen recent experi-
mental interest.[51]

The homogeneity (how close |J∥| can bemade to |J⟂|) and posi-
tions of the resonance points depend on the interaction strength.
Having higher Uee∕J, Ueg∕J leads to better homogeneity, but at
the cost of moving the resonance points outward and thus re-
quiring a larger field gradient B∕J. This requirement can be mit-
igated by reducing the tunneling rate J, implying a compromise
between gradient strength and experimental timescale. Increas-
ingUee,Ueg without affecting J is done by either increasing trans-
verse lattice depth along the y, z directions or increasing the scat-
tering length as via Feshbach resonance.

3.2. Cluster State Generation

The Ising model in Equation (11) can be employed to generate
useful entanglement for quantum computation. We can gener-
ate a cluster state, which is a multipartite entangled state used for
measurement-based quantum computing.[45] A cluster state is a
resource that can reproduce the results of circuit-based computa-
tions without needing explicit entangling gates between individ-
ual qubits. All entanglement generation is front-loaded into the
cluster state itself. Once this state is prepared, a computation is
done by successive feed-forward measurements. Given the long
coherence times and innate 3D nature of the lattice, we can not
only generate a single cluster state, but an entire array of them
to be used or sorted as needed. While a 1D cluster state alone
is not sufficient for universal computation, our protocol can be
extended to 2D in a straightforward manner as discussed in Sec-
tion 5. We focus on 1D as a proof-of-principle demonstration of
the system’s capabilities.

A cluster state is defined as

|𝜓c⟩ = ∏
j

exp
[
−i𝜋
4

(
�̂�z
j �̂�

z
j+1 − �̂�z

j − �̂�z
j+1

)] |𝜓(0)⟩ (13)

where the exponential operator is a controlled phase gate, applied
across all nearest-neighbor links. The initial-state corresponds to
a spin-polarized state along +x,

|𝜓(0)⟩ = ∏
j

|⇒⟩j (14)

As seen from Equation (11), our system already contains the nec-
essary Ising interaction. The protocol we use is similar to the one
discussed in ref. [12], but without the need for continuous laser
driving and easier to tune with the field gradient. We simply pre-
pare the initial state |𝜓(0)⟩ (as described in Section 4), quench the
field gradient or interaction strength (via Feshbach resonance) to
satisfy B ≈ |U3|, and wait for a time

tc = 𝜋∕(4Jzz), Jzz ≈ (J⟂ − J∥)∕2 (15)

This will implement the cross-site terms in the controlled phase
gate. The only remaining task is to implement the single-particle
terms. Since our Jz is so much larger than the interaction and
commutes with it (to good approximation), we could in prin-
ciple determine how many full periods of single-particle evo-
lution have occurred during tc, and then compensate by let-
ting the system evolve further such that the total time spent is
𝜋∕(2Jz) mod 𝜋∕Jz. However, a more prudent approach is to use
a spin-echo 𝜋 pulse Π̂ = e−i𝜋�̂�x∕2 halfway through the evolution.
This will cause any phase accrued from the single-particle terms
to be undone by itself during the second half of the evolution. In
addition, such a pulse can help with unwanted sources of noise
that are not captured by our model. After this evolve-echo-evolve
sequence is done, we let the system evolve further for a time
𝜋∕(2Jz) for the necessary single-particle rotation, and then stop
the dynamics by turning off the tunneling and interactions (via
Feshbach resonance). The overall protocol is thus,

|𝜓c⟩ = e−iĤex𝜋∕(2Jz)e−iĤex tc∕2Π̂e−iĤex tc∕2 |𝜓(0)⟩ (16)

Figure 4a shows state fidelity between time-evolution using the
echo protocol with our superexchange model of Equation (8) and
an ideal Ising model evolution which can generate a perfect clus-
ter state. Inhomogeneity between J∥ and J⟂ and the breakdown of
the rotating-wave approximation (since Jz is not infinite) are the
main sources of error, but in general they can be made small.
One of the core advantages to measurement-based quantum

computation is that the quality of a cluster state can be estimated
using spatially local properties rather than global fidelity. To this
end, we look at multi-body correlators called stabilizer operators,
defined as

K̂j = �̂�x
j

∏
i∈{j−1,j+1}

�̂�z
i (17)

i.e. products of an �̂�x measurement on one site and �̂�z on all its
neighbouring sites (thus a three-body operator in 1D, 5 in 2D,
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Figure 4. a) Fidelity between the state generated by the spin-echo protocol
of Equation (16), and the state generated by an ideal Ising model with
Jzz = (J⟂ − J∥)∕2. System size is L = 8. b) Stabilizer values ⟨K̂⟩j for the spin-
echo protocol using the superexchange model Ĥex (orange line) and full
Fermi-Hubbard model Ĥ (blue dots), for system size L = 4. The stabilizer
operators in the corners are defined differently: The missing �̂�zj is absent

from the correlator, and an overall rotation of e−i𝜋�̂�
z∕4 is applied to the

state before calculating them, since they are missing such a rotation from
the vacant link on the open end.

and 7 in 3D). An ideal cluster state is an eigenstate of all such
stabilizer operators with eigenvalue 1,

K̂j |𝜓c⟩ = + |𝜓c⟩ , ⟨𝜓c| K̂j |𝜓c⟩ = +1 (18)

Note that the sign of the eigenvalue does notmatter as long as it is
the same for all sites, since we can flip it by applying a collective
�̂�z rotation. The closeness of each stabilizer correlator ⟨K̂j⟩ to 1
serves as a local measure of cluster state quality. If we average it
over a region of the lattice, ⟨K̂j⟩avg = ∑

j⟨K̂j⟩, we get an estimate
of the fidelity for computations done using that region.
Figure 4(b) shows the average value of these cluster correlators

for a small system as our protocol goes on. Note that in our sim-
ulations the lattice has boundaries, which means that the corner
sites have their respective stabilizer operators defined differently
(see caption). Themain deviations come from inhomogeneity be-
tween J∥ and J⟂, as well as leakage of population into the excited
states due to higher-order processes. These can be remedied by
driving further from resonance (at the cost of longer tc), and using
larger interactions to keep the coefficients homogeneous (at the
cost of needing a stronger gradient). However, we still find high
stabilizer values ⟨K̂j⟩avg > 0.95 indicating a good cluster state.

3.3. OTOC Measurement

Another powerful feature of the tunable superexchange coeffi-
cients (see Figure 3) is their ability to change sign.We can quench
the gradient from just below one of the resonances, say B ≲ |U3|,
to just above, B ≳ |U3|. This flips the interaction coefficient, al-
lowing for the implementation of a unitary time-reversal. Such
capabilities are applicable to the study of out-of-time ordered cor-
relation functions (OTOCs), which have garnered much recent
interest due to their applications in quantum chaos, butterfly ef-
fects and temporal correlation spreading.[48]

An OTOC is a two-time, four-operator correlator defined as⟨Ŵ†(t)V̂†Ŵ(t)V̂⟩, where Ŵ, V̂ are time-independent commuting
operators and Ŵ(t) = eiĤtŴe−iĤt. The connection to chaos can be
understood by considering Ŵ, V̂ to be local operators with some
spatial separation. When the system is initialized, they commute

Figure 5. a) Schematic of the OTOC-measuring protocol of Equation (19).
The sign of the Hamiltonian is changed by quenching the field gradient
B from below to above a resonance (here the |U3| resonance), choosing
the J⟂ values to have equal magnitude and opposite sign. 𝜋 pulses are
done in the middle of each evolution to remove unwanted single-particle
rotations. b) Fourier-transformed OTOC components [see Equation (21)],
averaged over all j and computed with the superexchange model. System
size is L = 8 (open boundaries). Parameters are from Table 1 with the
magnetic field quenched from B∕J = 350 to B′∕J = 370 about the |U3|∕J =
359 resonance, corresponding to J⟂∕J = ±0.025.

and the corresponding OTOC is zero. As correlations spread, the
spatial extent of Ŵ and thus the OTOC increase. The slope of in-
crease gives information about the propagation of correlations in
the system.
In our case, we can measure an OTOC in a straightfor-

ward manner. We time-evolve under the effective superexchange
Hamiltonian to a time t, apply a spin rotation by some angle 𝜃,
quench the field gradient to flip the interaction sign, evolve for
another t, and finally measure some observable (total evolution
time 2t), similar to the sequence used in ref. [52]. If we start in|𝜓(0)⟩, a sample such protocol may be written as

⟨Ĉj(𝜃, t)⟩ = ⟨𝜓(0)| (e+iĤexte−i
𝜃
2 �̂�

x
e−iĤext

)
�̂�x
j

(
e+iĤexte−i

𝜃
2 �̂�

x
e−iĤext

) |𝜓(0)⟩
= ⟨𝜓(0)| Ŵ†(t)V̂†Ŵ(t)V̂ |𝜓(0)⟩

(19)

where Ŵ = e−i
𝜃
2 �̂�

x
, and V̂ = �̂�x

j . In going to the second line,
we have used the fact that �̂�x

j |𝜓(0)⟩ = |𝜓(0)⟩. Figure 5a depicts
this protocol.
The sign change can be done about any |U𝛾 | resonance (see

Figure 3). Here we will use the Ising model with |U3|. Note that
each half of the time-evolution will also include a spin-echo mid-
way to remove the �̂�z single-particle rotations, since their sign
cannot be fully reversed. The total implementation is thus,

e−iĤext = e−iĤex(B)t∕2Π̂e−iĤex(B)t∕2

e+iĤext = e−iĤex(B
′)t∕2Π̂e−iĤex(B

′)t∕2
(20)

with B, B′ on opposite sides of the chosen resonance, set such
that the magnitude of Jzz is equal for both. For the parameters
of U1∕J = 597, U2∕J = 119, U3∕J = −359 (from Table 1), we can
quench the gradient about the |U3| resonance from B∕J = 350
to B′∕J = 370, yielding effective interaction strengths of J⟂∕J ≈
±0.025.
We can measure different OTOCs depending on evolution

time t and rotation angle 𝜃. For 𝜃 = 0, we have trivial unitary re-
versal, and the corresponding OTOC would be equal to unity. As
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Figure 6. a) Raman scheme for transferring an ↑ atom to the e band. Two
linearly polarized lasers (i) and (ii) couple the states |2S1∕2, g; 9∕2,−7∕2⟩
and |2S1∕2, e; 9∕2,−7∕2⟩ through an excited state |2P1∕2, g; 7∕2,−7∕2⟩
(transition wavelength≈ 770 nm, unpopulated due to large detuning) with
single-photon Rabi frequencies of Ω1 and Ω2 respectively. Here the state
label is |Λ,𝜇; F,mF⟩, with electronic state Λ, band 𝜇, nuclear-spin F and
projection mF (see Supporting Information for details). A 𝜋 pulse effects
the coherent transfer. b) STIRAP scheme for the same transfer. Instead of
always-on constant Rabi frequencies for both lasers, we first ramp up Ω2
coupling the initially unoccupied states with a Gaussian profile, then ramp
it down while ramping up Ω1. The state is adiabatically dragged into the
desired configuration. Here Ω0 is the maximum Rabi frequency the lasers
reach, equal for both.

the angle increases, the OTOC exhibits a decaying slope as cor-
relations build up. Another useful piece of information that can
be extracted is the spectral fourier transform of the OTOCs,

⟨Ĉj(m, t)⟩ = ∑
𝜃

eim𝜃⟨Ĉj(𝜃, t)⟩ (21)

where 𝜃 = 2𝜋n
L
and n,m ∈ {0,… , L − 1}. The different m compo-

nents give information about the system’s connectivity.[52] In a
1D lattice with two neighbours per site, we should see signals
at m = ±2. A 2D lattice would have signals at ±4,±2, and a 3D
lattice at ±6,±4,±2. Figure 5b shows these fourier-transformed
OTOC values for our superexchange model. Note that we do not
see any special peak or trough at t = tc because our system has
open boundaries, and thus the OTOCs will feel edge effects since
we average over every site. However, site-resolved OTOCs can be
probed in this system with a quantum gas microscope.

4. Preparation and Control Tools

4.1. State Preparation

In this section, we detail an explicit experimental protocol for
preparing atoms in the required decoherence-free subspace. The
starting point is a band insulator (two atoms of opposite spin per
site) in the lowest band g, which can be prepared by standard cool-
ing techniques.[53–55] We then use a Raman scheme to selectively
drive one of the atoms (the spin-↑ one) into the e band. The result
is a state of the form |1, 0, 0, 1⟩ = |⇒⟩ on every site, which can im-
mediately be used for cluster state generation. One can also rotate
this state into others using the protocols of the next section.
The process is depicted in Figure 6a. We use a linearly polar-

ized laser pair to couple an occupied state in the g band to an
empty target state in the e band via an intermediate excited state
in a higher electronic level. The laser detunings Δ from the ex-
cited state are chosen to be equal and large compared to their Rabi
frequencies Ω1, Ω2, creating a Raman coupling Ω = Ω1Ω2∕Δ

between the occupied and target states. The other first-excited
bands along y or z do not participate because of their energy shift
due to unequal lattice depth. Doing a 𝜋 pulse implements a coher-
ent transfer, populating the e band with one ↑ atom. See Section
B, Supporting Information, for more details.
We note that the speed at which this transfer can be made is

limited by the energy gaps to other unwanted bands, which we
do not want to populate. The two-photon Rabi frequency Ωmust
be small compared to all gaps to other excited bands. The lowest
of these gaps is an unwanted coupling from first-excited band
state e = (1, 0, 0) to the second-excited state (2,0,0), which is of-
fresonant from the (0, 0, 0) ↔ (1, 0, 0) transition we use by ≈ 5
kHz. On the other hand, Ω should also be faster than any intrin-
sic decoherence processes to ensure that state preparation can
be done before the model breaks down. Finally, the detuning Δ
must be larger than spontaneous decay rate in the intermediate
state. All of the above requirements can be met by first making
the detuning Δ sufficiently large, then providing enough laser
power (increasing Ω1,Ω2) to make Ω satisfy the desired interme-
diate regime.
If a coherent 𝜋 pulse with the above setup poses experimen-

tal challenges, one may instead use a STIRAP protocol.[56,57] The
laser configurations are the same, but instead we slowly ramp
the laser intensities with offset Gaussian profiles as depicted in
Figure 6b. The coupling between the initially unoccupied states
[laser (ii)] is counter-intuitively ramped up first, and then the
coupling between the initially occupied and excited states [laser
(i)] is ramped up while the previous coupling is reduced. The
system follows an adiabatic evolution where the ground-state is
transferred into a final configuration with the atom in the target
state. Unlike the previous protocol, STIRAP can function even
with Δ = 0, and enjoys better robustness to laser noise or band-
width limitations.

4.2. Rotations

Quantum computation requires readily accessible rotations upon
the qubits in the decoherence-free subspace. A �̂�z-type rotation
is straightforward because the exchange interaction creates such
a term implicitly. We tune Ueg to be large enough for fast rota-
tions and far from any resonances, then wait the desired time.
On-site rotations of this type can be implemented with a focused
laser to change the lattice potential (and thus interactions) that a
site feels.
A �̂�x rotation may be realized with differential Stark

shifts. The desired rotation operator takes the form of|1, 0, 0, 1⟩ ⟨1, 0, 0, 1| − |0, 1, 1, 0⟩ ⟨0, 1, 1, 0| in the Fock basis,
which can be implemented by energetically shifting one of the
{|⇒⟩ , |⇐⟩} states in the decoherence-free subspace (i.e. applying
a �̂�z rotation in the {|1, 0, 0, 1⟩ , |0, 1, 1, 0⟩} basis). This may be
done with a laser such as (i) in Figure 6a. The detuning Δ is
set sufficiently large compared to the single-photon laser Rabi
frequencyΩ1 that no population transfer occurs; the lowest-order
effect is then to shift the state |1, 0, 0, 1⟩ by Ω2

1∕Δ, realizing the
desired rotation up to an identity term in the Hamiltonian.While
in general one would need to avoid perturbing the e state (sepa-
rated from g by ∼ 52 kHz gap) via transition (ii) in Figure 6a, this
requirement may be achieved through symmetry. The laser (ii)
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matrix element normally vanishes due to the spatial symmetry
of the wavefunctions about the lattice site center (see Section
B, Supporting Information). For state preparation, we avoid
this by aiming laser (ii) along the x direction, which introduces
an additional phase to break the symmetry and prevents the
integral from vanishing. For rotations, if we aim laser (i) along y
or z instead, transition (ii) will have a vanishing overlap integral,
allowing us to generate the desired rotation. For collective rota-
tions such as the 𝜋 pulse in the cluster state protocol, we can even
use the same beam as the one used in state preparation. We may
need to have interactions Ueg turned off to avoid rotating about
multiple axis simultaneously, but this can also be done without
having to ramp Feshbach fields by adjusting the light shifts.
A �̂�x rotation may also be realized by using additional external

ingredients. One method is an on-site field gradient. A linear
gradient is no longer sufficient, because it has no on-site effect
on the decoherence-free subspace (see Section D, Supporting
Information). While a linear gradient was used to tune the cross-
site superexchange interactions, there it only shifted the energies
of the states involved: adjacent qubits are tunnel-coupled. For
direct coupling between the decoherence-free states, a quadratic
field variation is required. For example, an effective magnetic
curvature could be realized via state-dependent optical potentials
for the bare spin states 𝜎 using the differential magnetic mo-
ments and vector Stark shifts. One could also apply a magnetic
field curvature directly. The Hamiltonian for such a gradient on
a site j is,

Ĥ𝛿B = 𝛿Ω(x − x0)
2
(
n̂j,↑ − n̂j,↓

)
(22)

where the gradient is along the tunneling direction x, focused
near one lattice site and centered about some position x0. Eval-
uating the effect of this gradient for a single site (see Section D,
Supporting Information), we arrive at the following Hamiltonian
in the basis {|⇑⟩ , |⇓⟩} (on site j):
Ĥsite =

(
0 ℏ 𝛿Ω

m𝜔x
ℏ 𝛿Ω
m𝜔x

Ueg

)
= −

Ueg

2
�̂�z
j +

ℏ 𝛿Ω
m𝜔x

�̂�x
j (23)

A �̂�x rotation may be done by either turning the interactions off
via Feshbach resonance, or ensuring that ℏ 𝛿Ω∕(m𝜔x) ≫ Ueg . For
most cases, the former will be the better choice as we do not want
arbitrary on-site exchange interactions acting on the qubits un-
less we are generating a cluster state. One could also overcome
theUeg interactions with a high 𝛿Ω; while this would need a very
strong field gradient, having such a requirement also shows a
degree of robustness to unwanted magnetic curvature (see dis-
cussion in Section D, Supporting Information).

4.3. Readout

The final required piece of the toolbox is to measure the qubits in
the decoherence-free subspace. Measurements of the �̂�x compo-
nent can be done by simply reversing the state preparation pro-
tocol, then measuring the occupation of the g band. If the qubit
was in |⇒⟩ we would find two atoms, and if in |⇐⟩, we would
find one, offering a simple metric.

The �̂�z component is more complex, but can be avoided alto-
gether because we have access to rotations about two axes. We
first rotate by 𝜋∕2 about the x axis on the Bloch sphere, then by
𝜋∕2 about the z axis, and finally measure �̂�x. If we were in |⇑⟩we
would end up in |⇒⟩ and find two atoms, whereas the |⇓⟩ state
would be rotated into |⇐⟩ and yield one.
We note that for the more complex application of doing quan-

tum computation with a cluster state, one requires sequential
site-resolved measurements that do not cause destructive effects
on adjacent lattice sites. There are several protocols in current-
generation optical lattice systems which can provide such desired
capabilities. One option is an accordion-type lattice[58] that ex-
pands the lattice spacing a without changing the confining laser
wavelength, which can be used after the cluster state is gener-
ated to spread the atoms out and permit site-resolved measure-
ment with focused beams. Another option is a local transition of
a single lattice site into a different hyperfine state, which can be
selectively measured.[59] While there can be detrimental effects
to adjacent sites due to insufficient beam focusing, frequency se-
lection on the desired site should allow the damage done to the
others to remain coherent, making it possible to undo the cross-
talk with a suitable laser pulse after each measurement.

5. Conclusions

We have proposed protocols for using 3D optical lattices pop-
ulated by atoms in higher bands to realize qubits for quan-
tum computation. Our design embeds the logical states in a
decoherence-free subspace, which greatly amplifies the system
coherence time while still having scalability, single-site address-
ability and tunable interactions via Feshbach resonances and
electromagnetic field control. State preparation and on-site ro-
tations can be implemented with Raman transitions and exter-
nal field gradients, allowing for straightforward manipulation of
qubit states. Superexchange interactions between the qubits can
also be tuned in form and amplitude with field gradients, allow-
ing (among other things) the generation of an Isingmodel useful
for cluster state generation and OTOC measurement.
This system has an abundance of natural extensions that can

be implemented without significant modifications to the proto-
cols. While our design allows the creation of a 1D cluster state,
2D states can be generated by reducing the tunneling along y and
inducing superexchange dynamics along that direction as well
(still keeping the lattice depth sufficiently different from x so that
unwanted band-changing collisions do not occur). Since the dy-
namics are controlled by a field gradient, we can enable or dis-
able interactions at will, allowing us to build the cluster state up
one dimension at a time as the controlled phase gate operations
commute. Such a state allows for universal computation using
measurement-based protocols. Furthermore, if we seek to study
OTOCs, we can use locally applied fields to induce local pertur-
bations and measure their propagation directly on a site-to-site
basis rather than relying upon collective observables.
While our protocols have been described for alkali atoms,

straightforward extensions can also be made to systems using
alkaline earth atoms instead. The higher-band configuration can
be mimicked through the use of different electronic states (with
the g, e bands replaced by, e.g., ground and excited clock states,
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while the bare spin 𝜎 remains represented by hyperfine states).
The resulting systemwould still exhibit both inter- and intra-state
interactions for the two electronic states. Applying an electronic-
state dependent lattice intensity can likewise restrict tunneling
to just one of the two electronic states, reproducing our proposed
setup. Alkaline earth atoms can provide additional stability and
robustness due to their naturally high coherence times and mag-
netic field insensitivity. Related prospects, including the use of
decoherence-free subspaces, have been explored in refs. [60, 61].
Other possible applications for our proposed setup include the

generation of other useful entangled states such as spin-squeezed
states,[62] by generating appropriate XXZ-typeHamiltonians[63,64]

or similar gap-protected spin interactions.[65,66] The restrictions
on motion due to the use of higher bands can lead to ex-
otic spatially correlated physics mimicking spin-orbit coupled
systems.[67] As a more ambitious goal, we can also explore the
fully resonant regime where B = U𝛾 for some 𝛾 for which non-
trivial constrained dynamics can arise on fast timescales.[68] Our
protocols offer a powerful toolbox for quantum computation and
simulation, which is accessible with current state-of-the-art opti-
cal lattice experiments, and offers powerful tunability and versa-
tility.
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Supporting Information is available from the Wiley Online Library or from
the author.
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