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Abstract
Pipe flow is a prominent example among the shear flows that undergo transition to turbulence without mediation by a linear instability of the laminar profile. Experiments on pipe flow, as well as plane Couette and plane Poiseuille flow, show that triggering turbulence depends sensitively on initial conditions, that between the laminar and the turbulent states there exists no intermediate state with simple spatial or temporal characteristics, and that turbulence is not persistent, i.e., it can decay again, if the observation time is long enough. All these features can consistently be explained on the assumption that the turbulent state corresponds to a chaotic saddle in state space. The goal of this review is to explain this concept, summarize the numerical and experimental evidence for pipe flow, and outline the consequences for related flows.
1. INTRODUCTION

Transition to turbulence in pipe flow has puzzled scientists since the studies of Gotthilf Heinrich Ludwig Hagen (Hagen 1839, 1854), Jean Louis Marie Poiseuille (Poiseuille 1840), and, most prominently, Osborne Reynolds in 1883 (Reynolds 1883). Under favorable conditions, when the water in the supply tank had settled and the inflow was controlled with suitable funnels, Reynolds was able to maintain laminar flow until the mean flow speed was equivalent to \( Re = 12000 \), when expressed in the dimensionless combination of mean flow speed \( u \), pipe diameter \( d \), and viscosity \( \nu \) that now carries Reynolds’s name: \( Re = \frac{ud}{\nu} \). On the other hand, with sufficiently strong perturbations he was able to trigger a transition near Reynolds numbers of about 2000. A more precise value above which transition to turbulence can be triggered is difficult to identify, with quoted values ranging between 1760 and 2300 (Kerswell 2005).

Pipe flow differs from many other flow situations in that the laminar profile is linearly stable for all Reynolds numbers: All sufficiently small perturbations will decay [see, e.g., Salwen et al. (1980) and, in particular, Meseguer & Trefethen (2003), who analyzed the problem up to \( Re = 10^7 \)]. Thus, to trigger transition, two thresholds have to be crossed: The flow has to be sufficiently fast and a perturbation has to be strong enough. Observing a section of the pipe fixed in the lab frame gives the familiar intermittent switching between laminar and turbulent regions: A sufficiently large perturbation triggers turbulence, which is then swept past the observation region, and the flow becomes laminar until another sufficiently strong perturbation again induces turbulence. This behavior was demonstrated using Reynolds’s original experiment by Homsy et al. (2004). Movies of the experiment and some flow visualizations may be found via the Supplemental Material link from the Annual Reviews home page at http://www.annualreviews.org. Further experiments by Hof et al. (2003) show that as the Reynolds number increases the critical threshold decreases so that at sufficiently high Reynolds numbers the unavoidable residual fluctuations always suffice to trigger turbulent flow. Exactly how the threshold depends on the Reynolds number is an intriguing question that is discussed in some detail in Section 2, with a refinement in Section 5.

A second feature of transition to turbulence in pipe flow is that between the laminar and turbulent state there exists no state with simple spatial or temporal structures, unlike the rolls in Rayleigh-Bénard or the Taylor vortices in Taylor-Couette flows, for example. Moreover, numerical simulations by Brosa (1989) and Faisst & Eckhardt (2004), and also the experimental results of Darbyshire & Mullin (1995), Hof (2004), Mullin & Peixinho (2006), and Peixinho & Mullin (2006), show that even if one establishes a state with all features of turbulent dynamics, this state can still decay without any clear precursors: Although it is relatively easy to conclude that the further dynamics will be a relaxation toward the laminar profile, for instance, because the energy in the radial component of velocity drops below a certain value, there is no indicator for the imminent decay. This property of the flow is considered in Section 3.

The understanding of the properties of transition in pipe flow that has emerged in the past few years rests on the application of the appropriate model in dynamical system theory and systematically designed numerical and laboratory experiments.
The background for these studies is the abstraction to consider the system in its state space (Lanford 1982). Physically, it is the space of all velocity fields, either prepared as initial conditions or obtained in the time evolution of the flow. Mathematically, it is spanned by all divergence-free flow fields that satisfy the appropriate boundary conditions, represented, for instance, by the coefficients of an expansion of velocity fields in a complete basis of orthonormal basis functions. The state space contains the laminar profile and the turbulent flow fields. Coherent structures such as vortices, streaks, hairpins (Panton 2001, Robinson 1991), or traveling waves (Hof, van Doorne et al. 2004) occupy different parts of the state space. The state space should provide a complete description of the dynamics, in that at any point in this space the Navier-Stokes equations together with boundary conditions uniquely determine the evolution. The time evolution of a flow then traces out a continuous trajectory in this state space. We assume that ideas developed in the context of finite-dimensional dynamical systems can be applied to this infinite-dimensional situation (see Doering & Gibbon 1995 for a discussion of the subtleties involved).

In state space, there is one region dominated by the laminar flow. The time-independent parabolic profile is a fixed point in this space. The parabolic profile is linearly stable and, hence, all points in its neighborhood evolve toward the fixed point; these states form the basin of attraction of the laminar flow. The turbulent dynamics take place in other parts of the state space. If turbulence was an attractor (Guckenheimer 1986, Lanford 1982), then it, too, would have a basin of attraction so that all initial conditions close to it would be attracted to the turbulent dynamics. The spatially and temporally fluctuating dynamics of the turbulent regions suggests that there are chaotic elements, such as horseshoes, just as in a regular attractor (Guckenheimer & Holmes 1983). However, the possibility of decay indicates that the basin is not compact nor space filling; there must be connections to the laminar profile. In dynamical systems such structures are known as chaotic saddles or strange saddles: With chaotic attractors they share positive Lyapunov exponents for the motion close to the saddle, but they are not persistent and have a constant probability of decay.

The idea of transient chaos is familiar from the motion of interacting point vortices (Aref 1983, Aref et al. 1988, Eckhardt & Aref 1988). Several vortices carrying vorticity of equal sign spin around each other, and if their number exceeds three the motion is most likely chaotic. Pairs of equal but opposite vorticity can escape to infinity along straight lines. One can then set up a scattering experiment by aiming two vortex pairs against each other. Upon collision they can exchange partners, and if the net vorticity in each pair does not vanish, they move in circles until the next collision. If the original partners do not regroup, the circular motion continues until the next collision. Except for meticulously chosen initial conditions this motion ends and the pairs separate again. The time at which this happens depends sensitively on initial conditions and slight variations can lead to widely differing trapping times (Aref et al. 1988, Eckhardt & Aref 1988). However, among all the chaotic trajectories there do exist some with fairly regular dynamics: periodic solutions embedded in a sea of chaos. They can be used to describe segments of trajectories and can be pieced together as building blocks for more complicated motion. They have at least one unstable direction and several stable ones, so that the motion in their vicinity is akin
to that near a saddle. In a chaotic saddle the stable and unstable directions tangle to form the principle element of chaotic motion, a Smale horseshoe (Guckenheimer & Holmes 1983).

Another analogy to help one visualize the meaning of a chaotic saddle is that of a particle in a box with curved walls (Ott 1993). The particle dynamics is such that the particle moves along straight lines until it hits a wall where it is elastically reflected. With the exception of a spherical, ellipsoidal, or rectangular shape, nearly any boundary will produce chaotic particle dynamics. The fact that this model is energy conserving whereas a hydrodynamic flow is dissipative should not be of concern: If the dynamics is expanded to include friction on the particle and a motor that keeps the particle in motion, one arrives at a dissipative analog with the same key features. To obtain a chaotic saddle, introduce a hole into the wall through which the particle can escape. Until the particle hits the hole it will bounce around chaotically, and the dynamics will have a positive Lyapunov exponent $\lambda$. Because of the positive Lyapunov exponent, correlations in trajectories will disappear quickly (on a timescale of the order of $1/\lambda$), and the probability of hitting the escape hole remains nearly the same: Whenever the particle hits the wall it escapes with a probability equal to the area of the hole divided by the total surface area.

There are three implications of a strange saddle that can be observed in pipe and other shear flows: (a) the (transient) turbulent dynamics has a positive Lyapunov exponent, (b) the distribution of lifetimes becomes exponential for long times, and (c) the hyperbolic elements in the turbulent dynamics show up as transient patterns in the turbulent flow. Of these, a Lyapunov exponent has only been determined in numerical simulations (Faisst & Eckhardt 2004) as it requires a comparison of the time evolution of two states starting from nearby initial conditions—a feat not yet achieved in experimental studies. For the latter two implications, there are both experimental and numerical results. Lifetime statistics were obtained by repeating experiments with long observation times for different initial conditions, and certain coherent elements that may serve as the invariant structures around which the chaos develops were identified. The evidence for the lifetimes is discussed in Section 3, and the relation between chaotic saddles and coherent structures is the subject of Section 4.

The state space picture with separate domains for the laminar and turbulent dynamics raises a question regarding the border between the two. The precise nature of this border is complicated, especially in view of the transient nature of turbulence. But it is clear that, depending on which side of the border a perturbation starts out, it will either swing up to the turbulent region or decay to the laminar profile. This can be exploited in order to find the border and to trace the dynamics along it. The precise nature of this border as well as observations regarding the dynamics in this region are discussed in Section 5.

In the subsequent sections we summarize the experimental and numerical evidence for this transition scenario and outline a few consequences. However, there is one element of transition to turbulence in pipe flow that is not addressed: For the intermediate Reynolds numbers considered here a localized perturbation will induce turbulence in localized sections of the pipe only (see Wygnanski & Champagne 1973 and Wygnanski et al. 1975 for seminal observations and studies). These turbulent
puffs and slugs typically extend about 30 diameters along the axis and move downstream with little change in axial extent. It is desirable to explain this localization of the turbulence as well, but this is not yet possible. We expect that this problem falls into the class of “patterned turbulence phenomena” that includes the turbulent patches in shear flows (Gad-el-Hak & Hussain 1986, Schumacher & Eckhardt 2001), or the striped turbulence in Taylor-Couette (Prigent et al. 2002) and plane Couette flow (Barkley & Tuckerman 2005, Bottin & Chaté 1998, Bottin et al. 1998). As in the modeling attempt of Prigent et al. (2002), one may build on the assumption that on top of the short-time, short length-scale turbulent interior dynamics, there is a long wavelength modulation that is responsible for the structuring. The interior and envelope dynamics may be linked at the front and trailing edges because of the similar structures that can be detected there, but we do not yet know enough about their relation. The separation in length scales (the typical structures to be discussed below are only a few diameters long) and numerical evidence from turbulent spots, which sometimes decay from within, and not by retreating boundaries (Schumacher & Eckhardt 2001), suggest that one should be able to separate the dynamics of the turbulent boundaries from the dynamics of the chaotic elements discussed below.

Various aspects of transition in shear flows in the absence of linear instability were recently reviewed. Grossmann (2000) summarized the physics of non-normal amplification and its consequences for threshold behavior. Kerswell (2005) surveyed experimental and theoretical work culminating in the detection of the traveling waves that we consider in Section 4. The proceedings of a 2004 conference in Bristol (Mullin & Kerswell 2005) contain a useful collection of articles on several current approaches to the problem. This review focuses on pipe flow, and describes the methods used to analyze transition and the turbulent dynamics. We hope this will be helpful for gaining insight in other shear flows for which pipe flow can serve as a model: In several respects, transition to turbulence in these shear flows differs from the more traditional ones in Rayleigh-Bénard or Taylor-Couette and belongs to a class of its own.

In Section 2 we review the experiments on the transition, followed by a study of the lifetimes in Section 3. A survey of coherent structures is presented in Section 4, and an analysis of the border between the laminar and turbulent regions is in Section 5. We conclude with a summary on pipe flow in Section 6 and an outlook to related flows and open issues in Section 7.

2. TRANSITION EXPERIMENTS

Because the laminar profile is linearly stable for all Reynolds numbers, a finite stimulus is needed to trigger the transition. In typical experiments this is achieved by injecting or removing liquid from the pipe.

In a stimulating set of experiments Darbyshire & Mullin (1995) tried to identify the critical amplitude for perturbations that trigger transition. Their findings are revealing. Repeating the experiment with initial conditions that were identical within experimental resolution gave widely differing results: Sometimes transition was induced, and sometimes not. The observation of transition for one set of
initial conditions gave no insight regarding the behavior of neighboring conditions: Sometimes they remained turbulent, and sometimes they decayed. Figure 1, which summarizes their findings, does not show a clear separation between decaying and turbulent initial conditions.

The sensitivity of transition to initial conditions is best studied in numerical simulations, where within the confines of the numerical representation and algorithms one has perfect control over the initial conditions and can study the evolution of slightly differing initial conditions (Faisst & Eckhardt 2004). Moreover, because of the continuous monitoring of the dynamics one can determine the time when the energy content in the perturbation drops below a level from which it cannot recover, so that one has entered the basin of attraction of the laminar profile. This defines the lifetime. Numerical experiments for pipe flow show a very rapid variation in lifetimes depending on initial condition and Reynolds number (see Figure 2). The data of Darbyshire & Mullin (1995) can be obtained from such a lifetime plot by slicing at a prescribed time level $T_0$: Anything with lifetimes above $T_0$ qualifies as turbulent, and anything below as decay. In Figure 2, the presence of valleys and pinnacles corresponds to the isolated decaying initial conditions surrounded by turbulent ones and vice versa in Figure 1.

The small-amplitude region of the graph allows one to quantify the increased sensitivity of the flow to perturbations with increasing Reynolds number. At high Re, lower perturbation amplitudes are needed to trigger turbulence. A linear analysis of perturbations around the laminar profile shows that certain perturbations

---

**Figure 1**

Transition experiments by Darbyshire & Mullin (1995). Disturbances were introduced at a distance 70 diameters downstream of the inlet, and their status was probed at another 120 diameters downstream, delayed with the mean advection time. Depending on whether the perturbation was still present or not, a point was marked “transition” or “decay.” The amplitude of the perturbations is proportional to the injected fluid volume. For more details, see Darbyshire & Mullin (1995). Redrawn after Darbyshire & Mullin (1995).
can give rise to flow fields whose amplitude transiently increases before eventually succumbing to decay (Grossmann 2000; Schmid & Henningson 1999, 1994). The origin of this mechanism lies in the non-normal nature of the linearized equations of motion (Boberg & Brosa 1988, Trefethen et al. 1993) and becomes transparent when the relevant flow structures are studied (Hamilton et al. 1995, Panton 2001): A downstream vortex mixes fluid across the shear direction and thereby sets up streamwise modulations of the streamwise velocity, thus forming the known boundary-layer streaks. Simple estimates, confirmed by more detailed studies, suggest that a vortex of strength $O(1/Re)$ can generate a streak of order $O(1)$, that is a $Re$-fold increase in velocity amplitude (Chapman 2002, Henningson 1996, Waleffe 1995). Experiments reported in Hof et al. (2003), Hof (2004), and Draad et al. (1998) give evidence for a scaling of the critical amplitude like $1/Re$ in the Reynolds number range between 2000 and 20,000.

### 3. LIFETIME STATISTICS

The strong sensitivity of the lifetimes on initial conditions suggests a limited meaning to individual trajectories for transition studies. Statistical properties like the distribution of lifetimes are a more reliable means for transition studies. The prediction of dynamical systems theory for the lifetimes of a chaotic saddle is that the probability of decay is independent of the time that has elapsed since the turbulent state was created, and that therefore the distribution of lifetimes is an exponential (Kadanoff & Tang 1984).

In the experiments by Darbyshire & Mullin (1995), the state of the system was only analyzed at the end of a fixed-length pipe. By following the perturbation as it moves with the mean flow, one can determine the point where it decays. These observations
Figure 3

Lifetimes of perturbations in pipe flow. (a) The left frame shows the probability $P(t)$ to be turbulent at least for a time $t$ for different Reynolds numbers. (b) The right frame shows the rapid increase of the characteristic time of the exponential fit. The straight line in the semilogarithmic plot indicates an exponential increase. The inset demonstrates that a linear variation of the inverse of the characteristic time with Reynolds number does not represent the data.

Numerical experiments give the distribution shown in Figure 3a. For short times there is a nonuniversal part that depends on the type and duration of the stimulus. However, independent of the initial condition, the tail of the distribution for long times becomes exponential. This hallmark of transient strange saddles has also been found, experimentally (Bottin & Chate 1998) and numerically (Eckhardt et al. 2002), in plane Couette flow.

Figure 3b shows the variation of the characteristic time $\tau$ with Reynolds number. The characteristic time increases rapidly with Re, but there is no theoretical prediction for the functional form of this variation. Low-dimensional systems provide examples with algebraic (Kaneda 1990), exponential (Moehlis et al. 2004), and even superexponential increases (Crutchfield & Kaneko 1988). Following a similar analysis for plane Couette flow by Bottin & Chate (1998), Eckhardt & Faisst (2004) studied the inverse of the characteristic time and found evidence for a divergence of the characteristic time $\tau(Re)$ near $Re = 2250$. This would indicate a transition from a transient
chaotic saddle to a persistent chaotic attractor. In dynamical systems, the reverse—the destruction of a chaotic attractor by some form of boundary crisis—has been studied frequently (Grebogi et al. 1982). Experimental results by Mullin & Peixinho (2006) and Peixinho & Mullin (2006) also show a divergent characteristic time, but at a lower Reynolds number of about 1750. The most recent analyses of experiments in a very long pipe with observation times up to 7500 d/u and of additional numerical data suggest that the characteristic time does not diverge, but instead increases exponentially with Reynolds number (Hof et al. 2006). Such a behavior implies that at any Reynolds number and in the neighborhood of every turbulent trajectory there will be some trajectories that decay toward the laminar profile. However, the times over which this happens quickly become inaccessibly large. Hof et al. (2006) estimate that for a typical garden hose at Re = 2380 a pipe length of 40,000 km and an observation time of five years are required to observe the decay. Nevertheless, the time for relaminarization can be reduced by targeting the system onto the appropriate trajectories. Clearly, this unexpected observation requires further experimental and numerical analysis, in pipe flow and other shear flows. In particular, the influences of numerical resolution and domain size, or of external and internal perturbations in experiments, need to be explored further. In all cases the main challenge is to obtain good statistics for very long observation times where the theoretical prediction of an exponential lifetime distribution is realized.

To establish the chaotic nature of the transient dynamics in relation to the models mentioned in the Introduction, it is valuable to determine the short-time Lyapunov exponent using, for instance, the method described in Eckhardt & Yao (1993). For Reynolds numbers near Re = 2200, one finds Lyapunov exponents of about 0.07 uc/R, based on laminar center line speed uc and radius R (Faisst & Eckhardt 2004). After advection downstream by 10 radii, the difference between two initial conditions as measured, for instance, by the maximum of the pointwise difference between the velocity fields, increases by a factor of two. Setting up experiments that are close to within 10% after traveling 100 diameters downstream requires one to control initial conditions to within 10^{-4}. This indicates the chaotic nature of pipe flow. The positive Lyapunov exponent can also be used to rationalize the rapid variations of lifetimes with flow parameters. Suppose that after a time t one state decays, but a neighboring one, which is a distance d, away, does not. A variation in initial conditions of order d, exp(-λt) can suffice to shift the flow that decays into the one that remains turbulent for a much longer time. Whether a turbulent flow will continue to be turbulent beyond this time or whether it will decay can only be predicted if the full flow field can be described with such accuracy! This explains why the decay of a specific initial condition is unpredictable, and why there are significant variations in lifetimes between different initial perturbations or different Reynolds numbers.

4. CHAOTIC SADDLES AND COHERENT STATES

Embedded in all chaotic motions are simpler, more regular time evolutions. For instance, for the vortex pairs mentioned in the Introduction one can find uniformly propagating states with pairs regularly circling around each other (Aref et al. 1988).
Similarly, for the chaotic container in the previous section there are often trajectories that bounce back and forth along a diameter. Typically, neither of these motions are stable, but they are significant, as they can be used to establish chaos by proving the presence of chaotic horseshoes, and they can dominate the visual appearance of the dynamics.

For the shear flows we consider here, the first example of a more regular solution to the equations of motion embedded in the turbulent dynamics was found in plane Couette flow by Nagata (1990), Clever & Busse (1992, 1997), and Waleffe (2003) (see Cherhabili & Ehrenstein 1997 for a different class of solutions). They were called tertiary structures to distinguish them from the primary structures that appear in bifurcations from the linear profile and secondary ones that appear in subsequent bifurcations of primary ones. Quartenary structures are in turn derived from linear instabilities of tertiary structures. Plane Couette flow has an up-down symmetry in the mean profile so that one can find stationary states. If the up-down symmetry is broken in the three-dimensional (3D) states, the stationary solutions turn into traveling waves. For plane Poiseuille flow, these states appear as traveling waves from the beginning (Ehrenstein & Koch 1991, Waleffe 2003). Remarkably, all these states are dominated by large-scale features, prominent vortices, and streaks, and they qualify as coherent structures.

4.1. Coherent States in Pipe Flow

Finding such coherent states in pipe flow is made difficult by the absence of a bifurcation that could be used as a starting point, and a Newton search from an arbitrary initial condition will typically not converge. However, as in other cases, an embedding in a family of flows can provide the desired starting point. For plane Couette flow an embedding in a Rayleigh-Bénard situation with differential heating across the plates (Clever & Busse 1992, 1997; Nagata 1990) or a Taylor-Couette flow with a narrow gap (Faisst & Eckhardt 2000) shows that some 3D stationary states can be continued over to the original plane Couette flow. These states are dominated by downstream vortices wiggling in the spanwise direction. They are intriguing because they are similar to the ones that give the strongest non-normal amplification (Schmid & Henningson 1999, 1994; Zikanov 1996).

For pipe flow there is no natural embedding in a larger family of flows with instabilities. But by adding body forces that drive downstream vortices one can set up an artificial system with the desired properties. The detailed choice of body force is not critical: Wedin & Kerswell (2004) first solved the linear system and used the least-damped streamwise rolls as a starting point, but the intuitive choice of Faisst & Eckhardt (2003) leads to the same coherent states. The search proceeds in two steps: Pick a Reynolds number and a body force sufficiently large such that the vortices undergo a bifurcation in which 3D states are created. In particular, if the initial states are translationally invariant, this symmetry must be broken. Next, try to follow the 3D states over to pipe flow without body force.

Motivated by the arrangements of vortices in plane Couette flow and the radial shear flow, Faisst & Eckhardt (2003) started with flows containing several pairs of
Cross sections of a traveling wave at different positions along the wave. The frames are at times 0, 1/8, 2/8, and 3/8 of a period and at a fixed position along the axis. The velocity components in the plane are indicated by arrows. For the axial component the difference to a parabolic profile with the same mean speed is color coded. Regions where the fluid flows faster are shown in red and correspond to high-speed streaks. Similarly, regions where the speed is lower are shown in blue and correspond to low-speed streaks.

vortices. An example of the coherent structures obtained is shown in Figure 4. All coherent states identified so far are, by construction, highly symmetric. They contain $n = 2, \ldots, 5$ vortex pairs that generate $n$ or $2n$ high-speed streaks close to the wall and $n$ low-speed streaks in the center. The high-speed streaks remain fairly rigid close to the walls, whereas the low-speed streaks wiggle considerably in the azimuthal direction. The vortex number does not fix the states uniquely: There can be several states with the same number of vortices (Wedin & Kerswell 2004).

The critical value for the appearance of the coherent states depends on their wavelength. The one with the lowest critical Reynolds number has three vortex pairs and appears in a saddle node bifurcation near $Re = 1250$ with an axial wavelength of 2.1 d. Actually, there are several similar states that appear at comparable Reynolds numbers (Wedin & Kerswell 2004). The state with two vortex pairs arises at about $Re = 1350$, and the one with four at $Re = 1690$. The critical Reynolds numbers continue to increase as more vortices are added.

Interestingly, only the states with two or more vortex pairs give rise to symmetric coherent traveling states. The one with a single pair, which gives the strongest linear amplification (Schmid & Henningson 1994, Zikanov 1996), does not. A less symmetric version of a two-vortex state appears in a different context in Section 5.

4.2. Detecting the Structures in Experimental Data

Turbulent dynamics has a positive Lyapunov exponent and is chaotic, so how can the coherent structures show up in experiments?

One can imagine that the orbit in state space will reside for some time in the vicinity of the unstable saddle points. Around each saddle point one can define a region for which the flow state is close enough to the saddle point so that the flow pattern is very similar to the traveling wave solution. Provided that the residence time within each of these volumes is at least a substantial fraction of the transit time from one coherent state to the next coherent state, it is possible to detect a flow pattern that has a strong resemblance to the exact traveling wave solutions. However, due to
the strongly unstable character of the traveling wave solutions, the correspondence will be more of a qualitative nature than an exact quantitative one. Furthermore, the ratio of residence time and transit time will (rapidly) decrease for increasing Reynolds number: (a) With increasing Reynolds number, the number of coherent flow states increases, which likely reduces the probability of finding the flow in the vicinity of any of the coherent states, and (b) it is likely that the volume for which the flow state is sufficiently close to the saddle point becomes smaller for increasing Reynolds number. Hence, one can only expect to find flow patterns that resemble those of the coherent flow states in the low Reynolds number region. Because the flow state is not likely identical to the exact traveling wave solutions, one must rely on the appearance of the main features, i.e., the azimuthal periodicity of the high-speed and low-speed regions, and the presence of the vortex rolls for its detection.

Empirically, one can then define an indicator for the coherent structures and study the frequency with which this indicator signals their presence (Hof, van Doorne et al. 2004; T.M. Schneider, J. Vollmer & B. Eckhardt, in preparation). Ideally, this indicator would check how well the spatial structures of all velocity components match, but in view of the many dimensions, an inaccessibly large number of experiments and realizations would be required. Experimentally and theoretically, the approach is to allow a projection onto a lower dimensional subspace and to consider the frequency of appearance in that subspace. Hof, van Doorne et al. (2004) use a correlation function that focuses on the prominent downstream vortices and their symmetry for the projection. Projecting this correlation function onto frequencies of three and four vortex pairs, combined with a threshold, allows us to identify the presence of such coherent arrangements in several regions of the flow. This was first applied to experimental data in a long water-filled pipe flow facility obtained from a stereoscopic particle image velocimetry (PIV) system (Hof, van Doorne et al. 2004). The pipe in this facility has a 40-mm inner diameter with a total pipe length of 26 m. A carefully designed contraction and flow-conditioning section at the inlet allows the realization of laminar pipe flow over the full length of the pipe up to a Reynolds number of $60 \times 10^3$. The volume flow rate is maintained at a constant level by means of a feedback loop connecting the pump to an electromagnetic flow meter.

The PIV measurement technique yields all three instantaneous velocity components in a cross section of the flow perpendicular to the pipe axis. The velocity information is obtained from the motion of small particles carried by the flow, which are illuminated by means of a thin light sheet generated from a pulsed laser system and which are observed by two cameras in a stereoscopic configuration. This configuration makes it possible to determine the secondary flow patterns represented primarily in the radial and azimuthal velocity components, which are an order of magnitude smaller than the axial velocity component. Details of the experimental configuration and the validation of the measurement precision will be given by C.W.H. van Doorne & J. Westerweel (under revision).

The high sampling speed and the spatial resolution of the cameras made it possible to obtain good temporal and spatial resolution of the velocity fields up to Reynolds numbers of about 5000. By calculating the azimuthal correlation of the streamwise velocity, coherent flow states could be identified. The arrangements of the vortex
Pairing (a & b, c & d, e & f) between flow structures detected in experimental cross sections (top row) and numerically determined traveling waves (bottom row). The representation of the velocity fields is the same as in Figure 4. From Hof, van Doorne et al. (2004).

rolls and high- and low-speed streaks of these states closely resemble those of the traveling waves.

By means of this analysis several coherent flow states could be identified in both fully developed turbulent pipe flow and turbulent puffs traveling through the pipe (see Figure 5): Coherent flow states with three and two vortex pairs were observed in turbulent puffs at $Re = 2000–2500$, and coherent flow states with four and six vortex pairs were observed in fully developed turbulence at $Re = 3000$ and $Re = 5300$, respectively. As mentioned above, one cannot expect to find the exact traveling wave solutions due to the unstable nature, but the observed flow patterns would at least show the main features, such as the counter-rotating vortices and low-speed and high-speed flow regions. The observed patterns will be disturbed as they do not occur as isolated and carefully balanced solutions—as in the Direct Numerical Simulations (DNS)—but occur in a natural strongly dissipative flow state. Nonetheless, the resemblance between the numerically found flow states and those observed in experiments is striking.

The full 3D velocity field can be recovered from a time series of stereoscopic PIV measurements at a fixed location by assuming that the velocity field changes slowly while it is advected downstream with the mean flow velocity (Taylor’s frozen flow assumption). This reconstruction makes it possible to determine the structure of the coherent states in the axial direction (Hof et al. 2005). In agreement with the observations for the exact traveling wave solutions, the low-speed streaks observed experimentally showed a clear wavy modulation in the streamwise direction. For several of these observations, the duration of the observed coherent flow state was sufficient to observe pairs of counter-rotating vortices along the streaks, and hence to obtain an estimate of the wavelength of the coherent flow state (see Figure 6). The length scale of the wavy modulation as well as the distance between vortex pairs observed was in good agreement with those found for the traveling wave solutions.
Figure 6

A section of a puff with the coherent structures and their wavelength highlighted. Positive and negative vorticity is shown in yellow and red. The wavy low-speed streak (shown in blue) is sandwiched between counter-rotating streamwise streaks, identified through the vorticity distribution. From Hof et al. (2005).

Hence, the most characteristic features of these traveling wave solutions, i.e., the counter-rotating vortices in conjunction with high-speed and low-speed streaks, as well as the wavelength for these coherent flow states, could be observed in the flow patterns of actual pipe flows. Further experiments are currently being evaluated to determine the relative occurrence of these coherent flow states.

5. EDGE OF CHAOS

The coexistence of stable laminar and turbulent dynamics naturally leads to questions regarding the nature of the boundary between them. Scanning the dynamics for initial conditions, obtained, for example, by adding a perturbation of fixed spatial structure but varying amplitude to the laminar profile, one can distinguish regions with smooth variations in lifetime from regions with irregular variations (see the sketch in Figure 7). The points between the smooth and chaotic regions lie on the edge of chaos: Operationally, they can be detected as the first initial conditions with infinite lifetimes when coming from the laminar side. They stay away from the laminar profile, but they also do not swing up to the turbulent dynamics. Numerical
Figure 7
Edge of chaos in shear flows. By increasing the amplitude of a perturbation, one can distinguish regions with smooth variations in lifetimes and others with irregular variations (dark blue line). The limiting points between the two regions are on the edge of chaos. As indicated by the line connecting them (lavender line), they belong to the stable manifold of an invariant structure that separates the laminar from the turbulent. From Skufca et al. (2005).

simulations and theoretical considerations suggest that they collapse onto structures that are attracting within the edge of chaos, but are unstable perpendicular to it, so-called relative attractors. The relative attractors can be simple, such as traveling waves, but can also be fairly complicated chaotic objects.

The invariant structures in the edge of chaos can be obtained by direct shooting methods (as in Itano & Toh 2001) or by successive refinements that enable one to follow the edge of chaos for longer times (as in Skufca et al. 2005). For pipe flow we have tracked this intermediate state for lifetimes up to 2500 R/\nu.. The edge state is dominated by a pair of vortices that are off center, and shows a persistent dynamic variation of the low-speed streaks in the center (see Figure 8).

Figure 8
The structure of the edge state in a pipe flow at a Reynolds number of 2875. The cross section on the left is dominated by two off-center vortex pairs and their high-speed streaks close to the wall. The slice along the axis at an angle that cuts right through the middle of the two vortices shows the downstream variation. The absence of any periodicity is indicative of the persistent dynamics of the edge state.
6. SUMMARY

In the previous sections we emphasized the dynamical system characteristics of transition to turbulence in pipe flow, including the critical amplitude for transition, the sensitive dependence on initial conditions in the transition region, the lifetime distribution, and the edge of chaos. In this section we summarize these findings and put them into perspective under three different headings: critical Reynolds number, coherent structures, and transition mechanism.

6.1. Critical Reynolds Numbers

The intermittent dynamics in the transition region implies that values of critical Reynolds numbers depend on the specific definition. For pipe flow one can distinguish the following four situations:

The strongest requirement for the evolution of a perturbation to a flow is that its energy content decays monotonically for any initial condition: This is the requirement of energy stability. The associated critical Reynolds number $Re_E$ can be determined from an analysis of the linearized equations of motion. For pipe flow this gives $Re_E = 81.5$ (Joseph 1976).

Next, one can give up monotonicity, but still require that any perturbation decays eventually. This defines the critical Reynolds number $Re_G$ for global stability. A system is globally stable if the laminar profile is the only permanently sustained state in the system. The Reynolds numbers $Re_{TW}$, at which any stationary state or traveling wave appears, provide upper bounds on $Re_G$, i.e., $Re_G = \min Re_{TW}$. From the coherent structures described in Faisst & Eckhardt (2003) and Wedin & Kerswell (2004), one concludes that $Re_G \leq 1250$. Although we expect this to be the lowest value within the class of traveling waves studied, it cannot be ruled out that other structures, perhaps with less symmetry or more complicated time dependence, already occur at even lower Reynolds numbers.

Experimentally, a transition to turbulence is not observed until somewhat larger values. To eliminate the influence of the sensitive dependence on initial conditions, in Section 3 we advocate the use of probabilities. The probability $P(t, Re)$ to remain turbulent for at least a time $t$ at a Reynolds number $Re$ shows an exponential tail that is free from the details of the initial perturbation and can be characterized by a well-defined time. From this distribution one can extract a critical Reynolds number $Re_{Exp}$, for instance, by requiring that over the duration of the experiment ($t_{Exp}$) only 10% of all repetitions decay: determine $Re_{Exp}$ such that $P(t_{Exp}, Re_{Exp}) = 0.9$. The rapid increase in lifetimes suggests that even for the longest pipes such a value will remain below about 2250 (this is the value from DNS as it is the largest value reported so far; experiments point to a lower value, as discussed in Section 3).

Finally, the decreasing critical amplitude needed to trigger turbulence suggests that for sufficiently high Reynolds numbers it is impossible to maintain the laminar profile. Effects like thermal fluctuations, compressibility, and deviations in the profile due to Coriolis forces, alignment of the tube, or smoothness of the surface will become important. The mathematical version of these problems is rooted in the
non-normality of the linearized problem. As Meseguer & Trefethen (2003) describe, at Reynolds numbers $Re \sim 10^5$ perturbations as small as $10^{-5}$ can suffice to introduce growing eigenmodes. The Reynolds number where such tiny perturbations begin to dominate is not universal, but finite.

6.2. Coherent Structures

A great deal of effort has focused on detecting and characterizing coherent structures in turbulent flows (see, for instance, Holmes et al. 1996, Panton 2001, Robinson 1991). The traveling waves provide a dynamical and fully nonlinear approach to the problem. Traveling waves share with the usual coherent structures the presence of some large-scale features, a predictable dynamics, and a relatively frequent occurrence. They have the additional bonus of being exact solutions to the equations of motion, which is why the term “exact coherent structures” has been suggested (Waleffe 1998, 2001, 2003). A link between coherent structures and dynamical systems was also proposed by Itano & Toh (2001) and Toh & Itano (2005).

The possibility of connecting coherent states to specific exact dynamical solutions to the equations of motion and to certain regions of the state space of the flow is an intriguing one, and only partially explored thus far. Ideally, one would like to be able to identify coherent features and calculate their relative frequency from the equations of motion. Quantitative studies of their statistical properties, like frequency, persistence, or contribution to momentum transport, and an accurate description of the dynamics near the states should open up new ways to influence flows and to predict the effects of flow control.

6.3. Transition Mechanism

Experimental studies have long shown that certain flow patterns (hairpins, etc.) appear and grow during transition to turbulence. The dynamical system picture for the edge of chaos (see Figure 7) suggests that these features should be connected with the invariant state in the edge of chaos (see Itano & Toh 2001, Skufca et al. 2005). Certainly, the presence of two strong vortices connects the results from non-normal amplification, which show that this structure gives the strongest amplification (Schmid & Henningson 1994, Zikanov 1996). The edge of chaos analysis in Skufca et al. (2005) suggests techniques that can be used quite generally to trace the dynamics at the border between laminar and turbulent flows, and hence to determine the relevant flow patterns and features. Itano & Toh (2001) link the appearance of bursts to the escape from the edge state along the unstable manifold. These studies provide a framework for further investigations of the intermittent dynamics in the equilibrium turbulent state. It is particularly intriguing that the theory suggests that, except for symmetries, there is one and only one invariant object, which together with its stable manifold separates the laminar from the turbulent region. The characteristics of this state are a pair of vortices off center, closer to the walls. Interestingly, a similar pair of vortices seems to be the edge state in plane Poiseuille flow, as reported by Itano & Toh (2001).
7. OUTLOOK

The methods described here carry over to several other shear flows where transition to turbulence occurs without linear instability of the laminar profile. Extensive numerical and experimental studies have identified the same scenario as described here for plane Couette flow (Bottin & Chaté 1998; Bottin et al. 1998; Clever & Busse 1992, 1997; Dauchot & Daviaud 1994, 1995; Daviaud et al. 1992; Eckhardt et al. 2002; Faist & Eckhardt 2000; Nagata 1990; Schmiegel & Eckhardt 1997; Waleffe 1995, 1998, 2001, 2003). Plane Poiseuille flow is peculiar as it has a linear instability, albeit at Reynolds numbers of about 5772—well above the values where transition is first observed. However, coherent states and traveling waves have been identified there as well (Ehrenstein & Koch 1991, Itano & Toh 2001, Waleffe 2003). Undoubtedly, similar phenomenology can be expected in external boundary layers.

The identification of traveling waves and the possibility that chaos is organized around them suggest that it might be possible to treat the statistical properties of the flow in terms of such coherent states. In low-dimensional dynamical systems this goes under the heading of periodic orbit theory, where one can show that by exploiting a symbolic ordering of orbits one can efficiently and accurately calculate statistical properties (Artuso et al. 1990a,b; Christiansen et al. 1997; Cvitanovic & Eckhardt 1991; Ott & Eckhardt 1994). Some periodic solutions for plane Couette flow have already been found (Kawahara & Kida 2001, Toh & Itano 2003). Nevertheless, carrying this program through for turbulent flows, even in the transition region, remains a challenge. But the possibility of identifying certain coherent structures in numerical and experimental data suggests that even if the full program cannot be realized, some approximate realizations might be feasible and useful.

The main open question not addressed here is the relation between the periodic structures in the numerical simulations and the localized puffs and slugs in the unbounded domain. Structured turbulence, i.e., localized turbulent patches in boundary layers (Gad el Hak & Hussain 1986, Schumacher & Eckhardt 2001), turbulent sections in pipe flow (Wynanski & Champagne 1973, Wynanski et al. 1975), or banded turbulence in plane Couette and Taylor-Couette flow (Barkley & Tuckerman 2005, Prigent et al. 2002), has been documented repeatedly, but the mechanisms remain to be elucidated. Because the turbulent patches are much larger than the typical wavelengths of the coherent structures studied here, one might hope that the puff-and-slug-forming process is a long-wavelength dynamics on top of the coherent structures described here.
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